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Preface

Water management is taking on new dimensions. New federal thrusts, the grow-

ing list of global iisues, and strong public sentiment regarding environmental protec-

tion have been the principal driving forces.
In the early years of the 20th century, water resources development and manage-

ment were focuied almost exclusivd on water supply and flood control' Today, these

issues are still important, but protecting the environment, ensuring safe drinking

water, and providing aesthetic 
-and 

recriatioinal experiences compete equally for

attention and funds. Furthermore, an environmentally conscious public is pressing for

greater reliance on improved management practices, with fewer structural compo-

ients, to solve this nuiion'. water problems. The notion of continually striving to

provide more water has been replaced by one of husbanding this precious natural

resource.
There is a growing constituency for allocating water for the-benefit of fish and

wildlife, for protection-of marshes and estuary areas' and for other natural system

uses. But estimating the quantities of water needed for environmental protection and

for maintaining and/or restoring natural systems is difficult, and there are still many

unknowns. Scilntific data are ,putt", and our understanding of the complex interac-

tions inherent in ecosystems of an scales is rudimentary. Indeed, this is a critical issue'

since the quantities of water involved in environmental protection can be substantial

and competition for these waters from traditional water users is keen' The nations of

the world are facing major decisions regarding natural systems-decisions that are

laden with significant ectnomic and social impacts. Thus there is_an urgency associ-

ated with developing a better understanding of ecologic systems and of their hydrologic

components.
Water policies of the future must therefore take on broader dimensions' More

emphasis must be placed on regional planning and management, and regional institu-

tions to accommodate this muJt be devised. Water management must be practiced at,

and between, all levels of government. Land use and water use planning must be more

tightly coordinated as well'
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Water scientists and engineers of tomorrow must be equipped to address a
diversity of issues such as: the design and operation of data retrieval and storage
systems; forecasting; developing alternative water use futures; estimating water re-
quirements for natural systems; exploring the impacts of climate change; developing
more efficient systems for applying water in all water-using sectors; and analyzing and
designing water management systems incorporating technical, economic, environ-
mental, social, legal, and political elements. A knowledge of hydrologic principles is
a requisite for dealing with such ibsues.

This fourth edition has been designed to meet the contemporary needs of water
scientists and engineers. It is organized to accommodate students and practitioners
who are concerned with the development, management, and protection of water
resources. The format of the book follows that of its predecessor, providing material
for both an introductory and a more advanced course.

Parts One through Four provide the basics for a beginning level course, while
Parts Five and Six may be used for a more advanced course on hydrologic model-
ing. This fourth edition has been updated throughout, and many solved examples
have been added. In addition, new computer approaches have been introduced and
problem-solving techniques include the use of spreadsheets as appropriate. New fea-
tures of each chapter include an introductory statement of contents and, at the conclu-
sion of the chapter, a summary of key points.

Many sources have been drawn upon to provide subject matter for this book,
and the authors hope that suitable acknowledgment has been given to them.
Colleagues and students are recognized for their helpful comments and reviews, par-
ticularly the following reviewers.

Gert Aron, The Pennsylvania State University
John W. Bird, University of Nevada-Reno
Istvan Bogardi, University of Nebraska
Ronald A. Chadderton, Villanova University
Richard N. Downer, University of Vermont
Bruce E. Larock, University of Califurnia-Davis
Frank D. Masch, University of Texas-San Antonio
Philip L. Thompson, Federal Highway Administration

A special note of thanks is due to Dr. John W. Knapp, President of the Virginia
Military Institute, coauthor of previous editions of this book, for his past contributions
and valuable guidance.

Warren Viessman. Jr.
Gary L. Lewis
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Chapter 1

lntroduction

I Prologue
The purPose of this chaPter is to:

. Define hydrology. . -,.1L
, Give a brief niJiory of the evolution of this important earth science'

. State the fundamental equation ofhydrology'

. Demonstrate trow ffiofogic principle, "urib" applied to supplement decision

support systems for water and environmental management'

1.1 HYDROLOGY DEFINED

Hydrologyisanearthscience'Itencompassestheoccuffence'distribution,move-
menr, and properties of the waters of the earth. A knowledge of hydrology is funda-

mental todecisionmutingp,o.", ,e,*he,ewater isu"ompon"nto.f . th.esystemof
concern. water and environmental issues are inextricably linked' and it is important

toclear$understandhowwater isaffectedbyandhowwateraffectsecosystem
maniPulations'

1.2 A BRIEF HISTORY

Ancient philosophers focused their i

Production of surface water flows

oc"ur."n"e of water in various stag

from the sea to the atmosPhere to t

early speculation was often faulty'l

of large subterranean reservoirs th

is interesting to note, however' tha

*suoeriornumbersindicatereferencesattheendofthechapter.



CHAPTER 1 INTRODUCTION

Greek aqueducts on both conveyance cross section and velocity. This knowledge waslost to the Romans, and the proper relation between area, velocity, and rate of flow
remained unknown until Leonardo da Vinci rediscovered it duringihe Italian Renais-
sance.

During the first century s.c. Marcus Vitruvius, in Volume 8 of his treatise De
Architectura Libri Decem (the engineer's chief handbook during the Middle Ages),
set forth a theory generally considered to be the predecessor of modern notions of the
hydrologic cycle. He hypothesized that rain und ,no* falling in mountainous areas
infiltrated the earth's surface and later appeared in the lowlands as streams and
springs.

In spite of the inaccurate theories proposed in ancient times, it is only fair to state
that practical application of various try-orotogic principles was often carried out with
considerable success. For example, about 4000 s.c. u du- was constructed across the
Nile to permit reclamation of previously barren lands for agricultural production.
Several thousand years later a canal to convey fresh water from Cairo io Suez was
built. Mesopotamian towns were protected uguinrt floods by high earthen walls. The
Greek and Roman aqueducts and early Chinese irrigation and flood control works
were also significant projects.

Near the end of the fifteenth century the trend toward a more scientific approach
to hydrology based on the observation of hydrologic phenomena became evident.
Leonardo da Vinci and Bernard Palissy independe-ntly reached an accurate under-
standing of the water cycle. They apparently bised theii theories more on our"*iion
than on purely philosophical reasoning. Nevertheless, until the seventeenth century it
seems evident that little if any effort was directed toward obtaining quantitative
measurements of hydrologic variables.

The advent of what might be called the "modern" science of hydrology is usually
considered to begin with the studies of such pioneers as Perrault, Mariotte, and Halley
in the seventeenth century.r'a Perrault obtained measurements of rainfall in the Seine
River drainage basin over a period of 3 years. Using these and measurements ofrunoff, and knowing,the drainage area size, he showeJ that rainfall was adequate inquantity to account for river flows. He also made measurements of evaporati,on and
capillarity. Mariotte gauged the velocity of flow of the River Seine. Recorded veloc-
ities were translated into terms of dischirge by introducing measurements of the river
cross section' The English astronomer Halley measured the rate of evaporation of the
Mediterranean Sea and concluded that the amount of water evaporated was sufficient
to account for the outflow of rivers tributary to the sea. Measurements such as these,
although crude, permitted reliable conclusions to be drawn reggrding the hydrologic
phenomena being studied.

brth numerous advances in hydraulic theory
zometer, the Pitot tube, Bernoulli's theorem,
ples.8
perimental hydrology flourished. Significant
ydrology and in the measurement of surface

water. Such significant contributions as Hagen-Poiseuille's capillary flow equation,
Darcy's law of flow in porous media, und th" Dupuit-Thiem well formula were
evolved'e-lr The beginning of systematic stream guoling can also be traced to thisperiod' Although the basis for modern hydrology wui tirrr established in the nine-

,)
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1 . 3

teenth century, much of the effort was empirical in nature. The fundamentals of

physical hydtotogy had not yet been well established or widely recognized. In the early

years of tle twJntieth ""niury the inadequacies of many earlier empirical formula-

tions became well known. As a result, interested governmental agencies began to

develop their own programs of hydrologic research' From about 1930 to 1950, rational

analysis began to ieplace empiricism.3 Sherman's unit hydrograph, Horton's

infiltration theory, und Th"it's nonequilibrium -approach to well hydraulics are out-

standing examples of the great progress made'r2-'o
Since 1930 a theoreiical approach to hydrologic problems has largely replaced

less sophisticated methods of ttre past. Advances in scientific knowledge permit a

better understanding ofthe physicai basis ofhydrologic relations, and the advent and '

continued developnient of high-speed digital computers have made possible, in both

a practical and an economic iense, extensive mathematical manipulations that would -

have been overwhelming in the past.
For a more compiehensivi historical treatment, the reader is referred to the

works of Meinzer, Jonls, Biswas, and their co-workers'1'2'4'5'15

THE HYDROLOGIC CYCLE

The hydrologic cycle is a continuous process by which water is transported from the

oceans to the atmosphere to the landind back to the sea. Many subcycles exist' The

evaporation of inlan-d water and its subsequent precipitation over land before return-

ingio the ocean is one example. The driving force for the global water transport system

is provided by the sun, which furnishes the energy required for evaporation' Note that

the water quality also changes during passage through the cycle; for example, sea

water is converted to fresh water through evaporation'
The complete water cycle is global in nature. world water problems require

studies on regional, national, internitional, continental, and global scales.16 Practical

significance of the fact that the total supply of fresh water available to the earth is

limited and very small compared with ihe salt water content of the oceans has

received little attention. Thus waters flowing in one country cannot be available at the

same time for use in other regions of the world. Raymond L' Nace of the u's'

Geological Survey has aptly sta=ted thatoowater resources are a global problem with

local roots."tu Mtdern hydrologists are obligated to cope with problems requiring

definition in varying scales of oider of magnitude difference. In addition, developing

techniques to contiol weather must receive careful attention, since climatological

changes in one area can profoundly affect the hydrology and therefore the water

resources of other regions.

THE HYDROLOGIC BUDGET

Because the total quantity of water available to the earth is finite and indestructible,

the global hydrolojic ,yrt"* may be looked upon as closed. Open hydrologic subsys-

tems are abundantlhowever, and these are usually the type analyzed' For any system'
' a water budget can be developed to account for the hydrologic components'

1 . 4



CHAPTER 1 INTRODUCTION

Figures I'I,I.2, and 1.3 show a hydrologic budget for the coterminous United
States, a conceptualized hydrologic cycle, and the distribution of a precipitation input,
respectively. These figures illustrate the components of the water cycle with which a
hydrologist is concerned. In a practical sense, some hydrologic region is dealt with and
a budget for that region is established. Such regions may be topographically defined
(watersheds and river basins are examples), politically specified (e.g- couniy or city
limits), or chosen on some other grounds. Watersheds or drainagi tasins are the
easiest to deal with since they sharply define surface water boundaries. These topo-
graphically determined areas are drained by a river/stream or system of connecting
rivers/streams such that all outflow is discharged through a single outlet. Unfortu-
nately, it is often necessary to deal with regions that are not well suited to tracking
hydrologic components. For these areas, the hydrologist will find hydrologic budgeting
somewhat of a challenge.

The primary input in a hydrologic budget is precipitation. Figures 1.1-1.3
illustrate this. Some of the precipitation (e.g., rain, snow, hail) may be intercepted by
trees, grass, other vegetation, and structural objects and will eventually return to the

, atmosphere by evaporation. Once precipitation reaches the ground, some ofit may fill
depressions (become depression storage), part may penetrale the ground (infiltraie) to
replenish soil moisture and groundwater reservoirs, and some may become surface
runoff-that is, flow over the earth's surface to a defined channel such as a stream.
Figure 1'3 shows the disposition ofinfiltration, depression storage, and surface runoff.

and vegetation I 
'1.'

Consumptive use
100 bgd

bgd = billion gallons per day

*r-d{i;

Figure 1.1 Hydrologic budget of cotermirious united States. (U.S. Geological survey.)
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Figure 1.3 Distribution of precipitation input'
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water entering the ground may take several paths. Some may be directly evap-

orated if adequate transfer from the soil to the surface is maintained. This can easily

occur where a high groundwater table (free water surface) is within the limits of

capillary transport to the ground surface. Vegetation using soil moisture or groundwa-

tei directly can also transmit infiltrated water to the atmosphere by a process known

as transpiration.Infiltrated water may likewise replenish soil moisture deficiencies

and enter storage provided in groundwater reservoirs, which in turn maintain dry

weather streamflow. Important bodies of groundwater are usually flowing so that

inflltrated water reaching the saturated ,on" muy be transported for considerable'
distances before it is discharged. Groundwater movement is subject, of course, to

physical and geological constraints.
Water stored in depressions will eventually evaporate or infiltrate the ground I

surface. Surface runoff otti-ut"ty reaches minor channels (gullies, rivulets, and the :

like), flows to major streams and rivers, and finally reaches an ocean. Along the course

of a stream, evaporation and infiltration can also occur.
The foregoing discussion suggests that the hydrologic cycle, while simple in

concept, is actually exceedingly complex. Paths taken by particles of water precipi-

tated in any arca are numerous and varied before the sea is reached. The time scale

may be on the order of seconds, minutes, days, or years.
A general hydrologic equation can be developed based on theprocesses illus-

trated in Figs. 1.2 and 1.3. Consider Fig. 1.4. In it, the hydrologic variables P, E, T,

R, G, and l are as defined in Fig. 1.2. Subscripts s and g are introduced to denote

vectors originating above and below the earth's surface, respectivd. For example, R,

Earth's surface

Surface channels
R2

Level of plastic rock .
(no water below this level)

[ "

Figure 1.4 Regional hydrologic cycle.
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signifies groundwater flow that is effluent to a surface streamo and E, represents
evaporation from surface water bodies or other surface storage areas. Letter S stands
for storage. The region under consideration specified as A has a lower boundary below
which water will not be found. The upper boundary is the earth's surface. Vertical
bounds are arbitrarily set as projections of the periphery of the region. Remembering
that the water budget is a balance between inflows, outflows, and changes in, storage,
Fig. 1.4 can be translated into the following mathematical statements, where all values
are given in units of volume per unit time:

1. Hydrologic budget above the surface

P + R 1  - R r I R r - E " - 7 , -  1 : A S "  ( 1 . 1 )

2. Hydrologic budget below the surface

I  +  G t -  G 2 -  R r -  E ,  -  
4 :  A S ,  ( 1 . 2 )

3. Hydrologic budget for the region (sum of Eqs' 1.2 and 1.3)

p - (Rr- R,) - (E" + E) - (r" + Tr) - (Gr- G,) : a(S, + ss),
( 1 . 3 )

If the subscripts are dropped from Eq. 1 .3 so that letters without subscripts refer
to total precipitation and net values of surface flow, underground flow, evaporation,
transpiration, and storage; the hydrologic budget for a region can be written simply as

p _ R - G _ E _ T : L S  ( 1 . 4 )

This is the basic equation of hydrology. For a simplified hydrologic system where terms
G, E, and Z do not apply, Eq. 1.4 reduces to

p - R : A S  ( 1 . 5 )

Equation 1.4 is applicable to exercises of any degree of complexity and is therefore
basic to the solution of all hydrologic problems.

The difficulty in solving practical problems lies mainly in the inability to mea-

sure or estimate properly the various hydrologic equation terms. For local studies,
reliable estimates often are made, but on a global scale qqantification is usually crude.
Precipitation is measured by rain or snow gauges located throughout an area. Surface
flows can be measured using various devices such as weirs, flumes, velocity meters,
and depth gauges located in the rivers and streams of the area. Under good conditions
these measurements are 95 percent or more accufate, but large floods cannot be
measured directly by current methods and data on such events are sorely needed. Soil
moisture can be measured using neutron probes and gravimetric methods; infiltration
can be deterrnined locally by infiltrometers or estimated through the use of
precipitation-runoff data. Areal estimates of soil moisture and infiltration are gener-

illy very crude, however. The extent and rate of movement of groundwater are usually
exceedingly difficult to determine, and adequate data on quantities of groundwater are
not always available. Knowledge of the geology of aregion is essential for groundwater

estimates if they are to be more than just rough guides. The determination of the
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quantities of water evaporated and transpired is also extremely difflcult under the
present state of developmentiof the science. Most estimates of evapotranspiration are
obtained by using evaporation pans, energy budgets, mass transfer methods, or empir-
ical relations. A predicament inherent in the analysis of large drainage basins is the
fact that rates of evaporation, transpiration, and groundwater movement are often
assumed to be highly heterogeneous.

The hydrologic equation is a useful tool; the reader should understand that it can
be employed in various ways to estimate the magnitude and time distribution of
hydrologic variables. An introductory example is given here, and others will be found
throushout the book.

EXAMPLE 1.1

In a given year, a 10,000-mi2 wabrshed received 20 in. of precipitation. The average
rate of flow measured in the river draining the area was found to be 700 cfs (cubic feet
per second). Make a rough estimate of the combined amounts of water evaporated and
transpired from the region during the year of record.

Solution. Beginning with the basic hydrologic equation

P - R - G - E - Z : A S

and since evaporation and transpiration can be combined,

E T : P - f t - G - A S

(r .4)

( 1 . 6 )

The term EZ is the unknown to be evaluated and P and R are specifled. The
equation thus has flve variables and three unknowns and cannot tre solved
without additional information.

In order to get a solution, two assumptions are made. First, since the
drainage area is quite large (measured in hundreds of square miles), a presump-
tion that the groundwater divide (boundary) follows the surface divide is proba-

bly reasonable. In this case the G component may be considered zero. The
vector R, exists but is included in R. The foregoing assumption is usually not
valid forsmall areas and must therefore be used carefully. It is also presupposed
that AS : 0, thus implying that the groundwater reservoir volume has not

changed during the year. For such short periods this assumption can be very
inaccurate, even for well-watered regions with balanced withdrawals and good

recharge potentials. In arid areas where groundwater is being mined (AS consis-
tently negative), it would be an unreasonable supposition in many cases. Never-
theless, the assumption is made here for illustrative purposes and qualified by
saying that past records of water levels in the area have revealed an approximate
constancy in groundwater storage. Hydrology is not an exact science, and rea-
sonable well-founded assumptions are required if practical problems are to be
solved.

Using the simplifications just outlined, the working relation reduces to

{4
t:

.+
v' a'E-;.

E T : P _ R
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which can be solved directly. First, change R into inches per year so that the units
are compatible:

_ ft3 1 sec
r \ t - r . , , 6

sec area (m n-l yt ^  : R , i n .
I I

R _
7 0 0 x 8 6 ; 4 0 0 x 3 6 5 x 1 2: 0.95 in.

104 x (5280)'�

Therefore, ET : 20 - 0.95 : 19.05 in./yr.
The amount of evapotranspiration for the year in question is estimated to

be 19.05 in. This is admittedly a crude approximation but could serve as a useful
guide for water resources planning. ll

1.5 HYDROLOGIC MODELS

Hydrologic systems are generally analyzed by using mathematical models.'These
models may be empirical, statistical, or founded on known physical laws. They may
be used for such simple purposes as determining the rate of flow that a roadway grate
must be designed to handle, or they may guide decisions about the best way to develop
a river basin for a rnultiplicity of objectives. The choice of the model should be tailored
to the purpose for which it is to be used. In general,'the simplest model capable of
producing information adequate to deal with the issue should be chosen.

Unfortunately, most water resources systems of practical concern have physical,
social, political, environmental, and legal dirnensions; and their interactions cannot be
exactly described in mathematical terms. Furthermore, the historical data necessary
for meaningful hydrologic analyses are often lacking or unreliable. And when one
considers that hydrologic systems are generally probabilistic in nature, it is easy to
understand that the modeler's task is not a simple one. In fact, it is often the case that
the best that can be hoped for from a model is an enhanced understanding of the
system being analyzed. But this in itself can be of great value, leading, for example,
to the implementation of data collection programs that can ultimately support reliable
modeling efforts.

For the most part, mathematical models are designed to describe the way a
system's elements respond to some type of stimulus (input). For example, a model of
'a groundwater system might be developed to demonstrate the effects on groundwater
storage of various schemes for pumping. Equations 1.1 and L2 are mathematical
models of the hydrologic budget, and Figure 1.3 can be considered a pictorial model
of the rainfall-runoff process. In later chapters, a variety of hydrologic models will be
presented and discussed. These models provide the basis for informed water manage-
ment decisions.

1.6 HYDROLOGIC DATA

Hydrologic data arc needed to describe precipitation; streamflows; evaporation; soil
moisture; snow fields; sedimentation; transpiration; infiltration; water quality; air,
s9i!, and water temperatures; and other variables or components of hydrologic sys-



1 2 CHAPTER 1 INTRODUCTION

tems. Sources of data are numerous, with the U.S. Geological Survey being the
primary one for streamflow and groundwater facts. The National Weather Service
(NOAA or National Oceanic and Atmospheric Administration) is the major collector
of meterologic data. Many other federal, state, and local agencies and other organiza-
tions also compile hydrologic data. For a complete listing of these organizations see
Refs. 3 and 17.

COMMON UNITS OF MEASUREMENT

Stream and river flows are usually recorded as cubic meters per second (m3/sec), cubic
feet per second (cfs), or second-feet (sec-ft); groundwater flows and water supply flo\i/s
are commonly measured in gallons per minute, hour, or day (gpm, gph, gpd), or
millions of gallons per day (mgd); flows used in agriculture or related to water storage

' are often expressed as acre-feet (acre-ft), acre-feet per unit time, inches (in.) or
centimeters (cm) depth per unit time, or acre-inches per hour (acre-in./hr).

Volumes are often given as gallons, cubic feet, cubic meters, acre-feet, second-
foot-days, and inches or centimeters. An acre-foot is equivalent to a volume of water
1 ft deep over 1 acre of land (43,560 ft3). A second-foot-day (cfs-day, sfd) is the
accuinulated volume produced by a flow of 1 cfs in a24-hr period. A second-foot-hour
(cfs-hr) is the accumulated volume produced by a flow of 1 cfs in t hr. Inches or
centimeters of depth relate to a volume equivalent to that many inches or centimeters
of water over the area of concern. In hydrologic mass balances, it is sometimes useful
to note that 1 cfs-day : 2 acre-feet with sufficient accuracy for most calculations.

Rainfall depths are usually recorded in inches or centimeters whereas rainfall
rates are given in inches or centimeters per hour. Evaporation, transpiration, and
infiltration rates are usually given as inches or centimeters depth per unit time. Some
useful constants and tabulated values of several of the physical properties of water are
given in Appendix A at the end of the book.

1.8 APPLICATION OF HYDROLOGY TO ENVIRONMENTAL PROBLEMS

It is true that humans cannot exist without water; it is also true that water, misman-
aged, or during times of deficiency (droughts), or times of surplus (floods), can be life
threatening. Furthermore, there is no aspect of environmental concern that does not
relate in some way to water. Land, air, and water are all interrelated as are water and
all life forms. Accordingly, the spectrum of issues requiring an understanding of
hydrologic processes is almost unlimited.

As water becomes more scarce and as competition for its use expands, the need
for improved water management will grow. And to provide water for the world's
expanding population, new industrial developments, food production, recreational
demands, and for the preservation and protection of natural systems and other pur-
poses, it will become increasingly important for us to achieve a thorough understand-
ing of the underlying hydrologic processes with which we must contend. This is the
challenge to hydrologists, water resources engineers, planners, policymakers, lawyers,
economists, and others who must strive to see that future allocations of water are
sufficient to meet the needs of human and natural svstems.

1 .7
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r summary
Hydrology is the science of water. It embraces the occurrence, distribution' move-

-"nt, urii properties of the waters of the earth. In a mathematical sense, an account-

ing may be made of the inputs, outputs, and water Stofages of a region so that a history

of water movement for the region can be estimated'

After reading this chapter you should be able to understand the hydrologic

budget and make a simple u".ouniing of water transport in a region' You should also

have gained an undersianding of trow hydrologic analyses can be used to facilitate

design and management processes for water resources systems'

PROBLEMS

1.1..

t.2.

1.3.

One-half inch of runoff results from a storm on a drainage area of 50 mi2. Convert this

amount to acre-feet and cubic meters.

Assume you afe dealing with a vertical walled reservoir having a surface area of

500,000 m' and that anlnflow of 1.0 m3/sec occurs: How many hours will it take to

raise the reservoir level bY 30 cm?

consider that the storage existing in a river reach at a reference time is 15 acre-ft and

at the same time the inflow to tie reach is 500 cfs and the outflow from the reach is

650c fs .onehou r l a te r , t he in f l ow is550c fsand theou t f l ow is630c fs .F ind the
change in storage during the hour in acre-feet and in cubic meters'

During a24-hr time period, the inflow to a 500-acre vertical walled reservoir was

100 cfs. During the same interval, evaporation was 1 in. was there a rise or fall in

surface water elevation? How much was it? Give the answer in inches and centimeters'

The annual evaporation from a lake is 50 in. If the lake's surface area is 3000 acres'

what would beiire daity evaporation rate in acre-feet and in centimeters?

A flow of 10 cfs enters a 1-mi2 vertical walled reservoir. Find the time required to raise

the reservoir level bY 6 in.

Adrainagebasinhasan areaof 4511mi2. Iftheaverageannualrunoffis5l02cfsand

the averale rainfall is 42.5 in.,estimate the evaportranspiration losses for the area in

1 year. Iiow reliable do you think this estimate is?

The storage in a reach of a river is 16.0 acre-ft at a given time. Determine the storage

(u"r"-f""tj t hr later if the average rates of inflow and outflow during the hour are

700 and 650 cfs, resPectivelY.

Rain falls atataverage irrtensity of 0.4 in./hr over a 600-acfe area for 3 days' (a)

Determine the average rate ofrainfau in cubic feet per second; (b) determine the 3-day

volumeofrainfallinacre-feet;and(c)determinethe3-dayvolumeofrainfallininches
of equivalent depth over the 600-acre area'

The evaporation rate from the surface of a 3650-acre lake is 100 acre-ft/day' Deter-

mine the depth change (feet) in the lake during a 365-day year ifthe inflow to the lake

is25.2cfs.1s the change in lake depth an increase or a decrease?

One and one-half inches of runoff are equivalent to how many acre-feet if the drainage

area is 25-mi2? lNote: I acte : 43,560 ft"')

one-half inch of rain per day is equivalent to an average rate of how many cubic feet

p". ,".ona if the area is 500 acrei? How many meters per second?

t.4.

1.5.

1.6.

t.7.

1.8.

L.9.

1.10.

1.11.

L.12.
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Chapter 2

r Prologue

2.1 WATER VAPOR

Precipitation

The purpose of this chapter is to:

' Define precipitation, discuss its forms, and describe its spatial and temporal
attributes.

' Illustrate techniques for estimating areal precipitation amounts for specific
storm events and for maximum precipitation-generating conditions.

Precipitation replenishes surface water bodies, rbnews soil moisture for plants, and
recharges aquifers. Its principal forms are rain and snow. The relative importance of
these forms is determined by ttre climate of the area under consideration. In many
parts of the western United States, the extent of the snowpack is a determining factor
relative to the amount of water that will be available for the summer growing season.
In more humid localities, the timing and distribution of rainfall are of principal
concern.

Precipitated water follows the paths shown in Figs. r.2 and,1.3. some of it may
be intercepted, evaporated, infiltrated, and become surface flow. The actual disposi-
tion depends on the amount of rainfall, soil moisture conditions, topography, vegetal
cover soil type, and other factors

Hydrologic modeling and water resources assessments depend upon a knowl-
edge of the form and amount of precipitation occurring in a region of concern over a
time period of interest.

The fraction of water vapor in the atmosphere is very small compared to quantities of
other gases present, but it is exceedingly important to our way of life. Precipitation is
derived from this atmospheric water. The moisture centent of the air is also a
significant factor in local evaporation processes. Thus it is necessary for a hydrologist
to be acquainted with ways for evaluating the atmospheric water vapor content and to
understand the thermodynamic effects of atmospheric moisture.l
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Under most conditions of practical interest (modest ranges of pressure and

temperature, provided that the condensation point is excluded), water vapor essen-

tialiy obeys the gas laws. Atmospheric moisture is derived from evaporation and

transpiration, the principal source being evaporation from the oceans. Precipitation

over the United States comes largely from oceanic evaporation, the water vapor being

transporated over the continent by the primary atmospheric circulation system.

Measures of water vapor or atmospheric humidity are related basically to condi-

tions of evaporation and condensation occurring over a level surface of pure water.

Consider a ilosed system containing approximately equal volumes of water and air

maintained at the same temperature. If the initial condition of the air is dry, evapora-

tion takes place and the quantity of water vapor in the air increases. A measurement

of pressure in the airspace will reveal that as evaporation proceeds, pressure in the

airipace increases because of an increase in partial pressure of the water vapor (vapor

preJsure). Evaporation continues until vapor pressure of the overlying air equals the
, surface vapor pressure [a measure of the excess of water molecules leaving (evaporat-

ing from) the water surface over those returning]. At this point, evaporation ceases,

and if the temperatures of the air space and water are equal, the airspace is said to be

saturated.If the container had been open instead of closed, the equilibrium would not

have been reached, and all the water would eventually have evaporated. Some com-

monly used measures of atmospheric moisture or humidity are vapor pressure, abso-

lute humidity, specific humidity, mixing ratio, relative humidity, and dew point tem-

Perature.

Amount of Precipitable Water

Estimates of the amount of precipitation that might occur over a given region with
. favorable conditions are often useful. These may be obtained by calculating the

amount of water contained in a column of atmosphere extending up from the earth's

surface. This quantity is known as the precipitable water 14{ although it cannot all be

removed from the atmosphere by natural processes. Precipitable water is usually

expressed in centimeters or inches.
An equation for computing the amount of precipitable water in the atmosphere

can be derived as follows. Consider a column of air having a square base 1 cm on a

side. The total water mass contained in this column between elevation zero and some

height z would be
r

W : 
J^ 

p*dz (2.1)

where p. : the absolute humidity and IVis the depth of precipitable water in centime-

ters. The integral can be evaluated graphically or by dividing the atmosphere into

layers of approximately uniform specific humidities, solving forthese individually, and

then summing. Figure 2.1 illustrates the average amount of precipitable water for the

continental United States up to an elevation of 8 km.2

Geographic and Temporal Variations

The quantity of atmospheric water vapor varies with location and time. These varia-

tions may be attributed mainly to temperature and source of supply considerations.
The greatest concentrations can be found near the ocean surface in the tropics, the
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Figure 2.L Mean precipitable water, in inches, to an elevation of 8 km. (U.S. Weather Bureau.)2

concentrations generally decreasing with latitude, altitude, and distance inland from
coastal areas.

About half the atmospheric moisture can be found within the first mile above the
earth's surface. This is because the vertical transport of vapor is mainly through
convective action, which is slight at higher altitudes. It is also of interest that there is
not necessarily any relation between the amount of atmospheric water vapor over a
region and the resulting precipitation. The amount of water vapor contained over dry
areas of the Southwest, for example, at times exceeds that over considerably more
humid northern regions, even though the latter areas experience precipitation while
the former do not.

2.2 PRECIPITATION

Precipitation is the primary input vector of the hydrologic cycle. Its forms are rain,
snow, and hail and variations of these such as drizzle and sleet. Precipitation is derived
from atmospheric water, its form and quantity thus being influenced by the action of
other climatic factors such as wind, temperature, and atmospheric pressure. Atmo-
spheric moisture is a necessary but not sufficient condition for precipitation. Conti-
nental air masses are usually very dry so that most precipitation is derived from moist
maritime air that originates over the oceans. In North America about 50 percent of the
evaporated water is taken up by continental air and moves back again to the sea.

VCT
-NJ
0.8

0.9

1.0
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Formation of PreciPitation

Two processes are considered to be capable of supporting the growth of droplets of

sufficient mass (droplets from about 500 to 4000 p'm in diameter) to overcome air

resistance and consequently fall to the earth as precipitation. These are known as the

ice crystal process and the coalescence process'
The c^oalescence process is one by which the small cloud droplets increase their

size due to contact with other droplets through collision. Water droplets may be

considered as falling bodies that are subjected to both gravitational and air resistance

effects. Fall velocities at equilibrium (terminal velocities) are proportional to the

square of the radius of the droplet; thus the larger droplets will descend more quickly

than the smaller ones. As a result, smaller droplets are often overtaken by larger

droplets, and the resulting collisions tend to unite the drops, producing increasingly

largir particles. Very large drops (order of 7 mm in diameter) break up into small-

droplets that repeat itre coalescence process and produce somewhat of a chain effect.

In this *unn"r, sufficiently large raindrops may be produced to generate significant

precipitation. This process is ionsidered to be particularly important in tropical

regions or in warm clouds.
An important type of growth is known to occur if ice crystals and water droplets

are found toexist together at subfreezing temperatures down to about -40'C- Under

these conditions, certain particles t
salts serve as freezing nuclei so that
these conditions is higher over the t
condensation occurs on the surface
uneven particle size distributions de'
with other particles. This is considet
mechanism.

The artificial inducement of precipitation has been studied extensively, and

these studies are continuing. It has been demonstrated that condensation nuclei sup-

plied to clouds can induce precipitation. The ability of humans to ensure the produc-

iion of precipitation or to control its geographic location or timing has not yet been

attained, however'
Many legal as well as technological problems are associated with the prospects

of ..rain-makiig" processes. Of interest here is the impact on hydrologic estimates that

uncontrolled oi onty partially controlled artificial precipitation might have. Many

naturally occurring Lydrologic variables are considered as statistical variates that are

either randomty distrlUuted or distributed with a random component. If the distribu-

tion or time seiies of the variable can be modeled, an inference as to the frequency of

occurrence of significant hydrologic events of a given magnitude (such as precipita-

tion) can be made. If, however, artificial controls are used and if the effects of these

cannot be reliably predicted, frequency analyses may prove to be totally unreliable

tools.

Precipitation TyPes

Dynamic or adiabatic cooling is the primary cause of condensation and is responsible

for most rainfall. Thus it can be seen that vertical transport of air masses is a

requirement for precipitation. Precipitation may be classified according to the condi-
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tions that generate vertical air motion. In this respect, the three major categories of
precipitation type are convective, orographic, and cyclonic.

Convective Precipitation Convective precipitation is typical of the tropics and is
brought about by heating of the air at the interface with the ground. This heated air
expands with a resultant reduction in weight. During this period, increasing quantities
of water vapor are taken up; the warm moisture-laden air becomes unstable; and
pronounced vertical currents are developed. Dynamic cooling takes place, causing
condensation and precipitation. Convective precipitation may be in the form of light
showers or storms of extremely high intensity (thunderstorms are a typical example).

Orographic Precipitation Orographic precipitation results from the mechanical
lifting of moist horizontal air currents over natural barriers such as mountain ranges.
This type of precipitation is very common on the West Coast of the United States
where moisture laden air from the Pacific Ocean is intercepted by coastal hills and
mountains. Factors that are important in this process include land elevation, local
slope, orientation of land slope, and distance from the moisture source.

In dealing with orographic precipitation, it is common to divide the region under
study into zones for which influences aside from elevation are believed to be reason-
ably constant. For each of these zones, a relation between rainfall and elevation is
developed for use in producing isohyetal maps (see Section 2,5).

Cyclonic Precipitation Cyclonic precipitation is associated with the movement of
air masses from high-pressure regions to low-pressure regions. These pressure differ-
ences are created by the unequal heating of the earth's surface.

Cyclonic precipitation may be classified as frontal or nonfrontal. Any baromet-
ric low can produce nonfrontal precipitation as air is lifted through horizontal conver-
gence of the inflow into a low-pressure area. Frontal precipitation results from the
lifting of warm air over cold air at the contact zone between air masses having
different characteristics. If the air masses are moving so that warm air replaces colder
air, the front is known as awarmfront; if , on the other hand, cold air displaces warm
air, the front is said to be cold.If the front is not in motion, it is said to be a stationary

front. Figure 2.2 illustrates a vertical section through a frontal surface.

Figure 2.2 Vertical cross-section through a frontal surface.
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Thunderstorms

Many areas of the United States are subjected to severe convective storms, which are
generally identified as thunderstorms because of their electrical nature. These storms,
although usually very local in nature, are often productive of very intense rainfalls
that are highly significant when local and urban drainage works are considered.

Thunderstorm cells develop from vertical air movements associated with intense
surface heating or orographic effects. There are three primary stages in the life history
of a thunderstorm. These are the cumulus stage, the mature stage, andthe dissipating
stage. Figure 2.3 illustrates each of these stages.

All thunderstorms begin as cumulus clouds, although few such clouds ever reach
the stage of development needed to produce such a storm. The cumulus stage is
characterized by strong updrafts that often reach altitudes of over 25,000 ft. Vertical
wind speeds at upper levels are often as great as 35 mph. As indicated inFig.2.3a,
there is considerable horizontal inflow of air (entrainment) during the cumulus stage.
This is an important element in the development of the storm, as additional moisture
is provided. Air temperatures inside the cell are greater thart those outside, as indi-
cated by the convexity of the isotherms viewed from above. The number and size of
the water droplets increase as the stage progresses. The duration ofthe cumulus stage
is approximately i0-15 min.

The strong updrafts and entrainment support increased condensation and the
development of water droplets and ice crystals. Firrally, when the particles increase in
size and number so that surface precipitation opcurs, the storm is said to be in the
mature stage. In this stage strong downdrafts are created as falling rain and ice
crystals cool the air below. Updraft velocities at the higher altitudes reach up to
70 mptr in the early periods of the mature stage. Downdraft speeds of over 20 mph are

Figure 2.3 Cumulus, mature, and dissipating stages of a thunderstorm cell. (Depart-
ment of the Army.)
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usual above about 5000 ft in elevation. At lower levels, frictional resistance tends to
decrease the downdraft velocity. Gusty surface winds move outward from the region
of rainfall. Heavy precipitation is often derived during this preiod, which is usually on
the order of 15-30 min.

In the final or dissipating stage, the downdraft becomes predominant until all the
air within the cell is descending and being dynamically heated. Since the updraft
ceases, the mechanism for condensation ends and precipitation tails off and ends.

Precipitation Data

Considerable data on precipitation are available in publications of the National
Weather Service.a's Other sources include various state and federal agencies engaged
in water resources work. For critical regional studies it is recommended that all
possible data be compiled; often the establishment of a gauging network will be
necessary (see also Chapters 7-9).

Preci pitation Variabi I ity

Precipitation varies geographically, temporally, and seasonally. Figure 2.4 indrcates
the mean annual precipitation for the continental United States, while Fig. 2.5 gives
an example of seasonal differences. It should be understood that both regional and
temporal variations in precipitation are very important in water resources planning
and hydrologic studies. For example, it may be very important to know that the cycle
of minimum precipitation coincides with the peak growing season in a particular atea,
or that the period ofheaviest rainfall should be avoided in scheduling certain construc-
tion activities.

Precipitation amounts sometimes vary considerably within short distances.
Records have shown differences of 20 percent or more in the catch of rain gauges less
that2O ft apart. Precipitation is usually measured with a rain gauge placed in the open
so that no obstacle projects within the inverted conical surface having the top of the
gauge as its apex and a slope of45'. The catch ofa gauge is influenced by the wind,
which usually causes low readings. Various devices such as Nipher and Alter shields
have been designed to minimize this error in measurement. Precipitation gauges may
be of the recording or nonrecording type. The former are required if the time distri-
bution of precipitation is to be known. Information about the features of gauges is
readily available.3

Because precipitation varies spatially, it is usually necessary to use the data from
several gauges to estimate the average precipitation for an area and to evaluate its
reliability (see Chapter 27). This is especially important in forested areas where the
variation tends to be large.

Time variations in rainfall intensity are extremely important in the rainfall-
runoff process, particularly in urban areas (see Fi g. 2.6a) . The areal distribution is also
significant and highly correlated with the time history of outflow (see Fig. 2.6b). These
considerations are discussed in greater detail in following chapters.
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Figure 2.6 (a) Rainfall distribution in a convective storm June 1960,
Baltimore, Maryland. (b) Isohyetal pattern, storm of September L0, 195'1 ,
Baltimore, Maryland. O, recording rain gauge.
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2.3 DISTRIBUTION OF THE PRECIPITATION INPUT

Total precipitation is distributed in numerous ways. That intercepted by vegetation
and trees may be equivalent to the total precipitation input for relatively small storms.
Once interception storage is fllled. raindrops begin falling from leaves and grass,
where water stored on these surfaces eventually becomes depleted through evapora-
tion. Precipitation that reaches the ground may take several paths. Some water will
fill depressions and eventually evaporate; some will infiltrate the soil. Part of the
infiltrated water may strike relatively impervious strata near the soil surface and flow
approximately parallel to it as interflow until an outlet is reached. Other portions may
replenish soil moisture in the upper soil zone, and some infiltrated water may reach
the groundwater reservoir that sustains dry weather streamflow. The component of the
precipitation input that exceeds the local infiltration rate will develop a film of water
on the surface (surface detention) until overland flow commences. Detention depths
varying from I to 1 j in. for various conditions of slope and surface type have been
reported.3 Overland flow ultimately reaches defined channels and becomes
streamflow.

Figure 2.7 ilhxtrates in a general way the disposition of a uniform storm input
to a natural drainage basin. Although such an input is not to be expected in nature, the
indicated relations are representative of actual conditions. Modifications resulting
from nonuniform storms will be discussed as they arise.

In Fig. 2.7anote that the storm input is distributed uniformly over time /o at a
rate equal to i (dimensionally equal to LT '). This input is dissected into components
I, through lo, the sum of which is equal to I at any time r. Figure 2.7b illustrates the
manner in which infiltrated water is further subdivided into interflow, groundwater,
and soil moisture. Figure 2.7c shows the transition from overland flow supply into
strearhflow. The mechanics of these processes will be treated in detail in later sections.
The nature of the curves presented depicts the general runoff process. It should be
realized, however, that actual graphs of infiltration and/or other factors versus time
might appear quite different in form and relative magnitude when compared with
these illustrations becatrse of the effects of nonuniform storm patterns, antecedent
conditions, and other factors.

The rate and areal distribution of runoff from a drainage basin are determined
by a combination of physiographic and climatiO factors. Important climatic factors
include the form of precipitation (rain, snow, hail), the type of precipitation (convec-
tive, orographic, cyclonic), the quantity and time distribution of the precipitation, the
character of the regional vegetative cover, prevailing evapotranspiration characteris-
tics, and the status ofthe soil moisture reservoir. Physiographic factors of significance
include geometric properties of the drainage basin, land-use characteristics, soil type,
geologic structure, and characteristics ofdrainage channels (geometry, slope, rough-
ness, and storage capacity).

Large drainage basins often react differently from smaller ones when subjected
to a precipitation input. This can be explained in part by such factors as geologic age,
relative impact ofland-use practices, size differential, variations in storage character-
istics, and other causes. Chow defines a small watershed as a drainage basin whose

25
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(a/

\
I
I

Soil moisture

\a 
Int".flot

Mechanics
of surface
runoff

(c)

Figure 2.7 The runoff process: (a) disposition of precipitation, (b) components of
infiltration, and (c) disposition of overland flow supply.
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characteristics do not filter out (1) fluctuations characteristic ofhigh-intensity, short-
duration storms; or (2) the effects of land management practices.6 On this basis, small

basins may vary from less than an acre up to 100 mi2. A large basin is one in which

channel storage effectively filters out the high frequencies of imposed precipitation

and effects of land-use practices.

2.4 POINT PRECIPITATION

Precipitation events are recorded by gauges at specific locations. The resulting data
p"rmit determination of the frequency and charactei of precipitation events in the

vicinity of the site. Point precipitation data are used collectively to estimate areal

variability ofrain and snow and are also used individually for developing design storm

characteristics for small urban er other watersheds. Design storms are discussed in

detail in Chapter 16.
Point rainfall data are used to derive intensity-duration-frequency curves such

as those shown in Fig. 2.8. Such curves are used in the rational method for urban

storm drainage design (Chapter 25); thek construction is discussed in Chapter 27 'ln
applying the rational method, a rainfall intensity is used which represents the average

intensity of a storm of given frequency for a selected duration. The frequency chosen

should reflect the economics of flood damage reduction. Frequencies of up to

100 years are commonly used where residential areas are to be protected. For higher-

value districts and critical facilities, up to 500 years or higher return periods are often

selected. Local conditions and practice normally dictate the selection of these design

criteria. (Executive Order 1 1988, Floodplain Management, I97 7 ).

\

00-yr frequency

\ \
50-yr frequency 

I-20-yr frequency f-
, 10-yrfrequencyt\

\
\ 7 , 

5-Yr,frequencl

\ \1 tl=.t
Y

B.

a

120

Duration (min)

Figure 2.8 Typical intensity-duration-frequency curves
for Baltimore, Maryland, and vicinity.
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Figure 2.9 Four quadrants surrounding
precipitation station A.

It is occasionally necessary to estimate point rainfall at a given location from
recorded values at surrounding sites. This can be done to complete missing records or
to determine a representative precipitation to be used at the point of interest. The
National Weather Service has developed a procedure for this which has been verified
on both theoretical and empirical bases.T

Consider that rainfall is to be calculated for point A in Fig. 2.9. Establish a set
of axes running through A and determine the absolute coordinates of the nearest
surrounding points B, C, D, E, and F. These are recorded in columns 3 and 4 of
Table 2.L The estimated precipitation at A is determined as a weighted average of the
other five points. The weights are reciprocals of the sums of the squares of AX and AY;
that is, D2 : LX2 + LYz, and W : llDt. The estimated rainfall at the point of
interest is given by I (P x W)/> I{. In the special case where rainrall is known in
only two adjacent quadrants (e.g., I and II), the estimate is given as I (p x lV). This
has the effect of reducing estimates to zero as the points move from an area of

TABLE 2.1 DETERMINATION OF POINT RAINFALL FROM DATA AT NEARBY
GAUGES

t1)
Point

(2) (3) (4) (5)
Rainfall AX AY (D')

(in.)

(6)
w x 1 0 3

(7)
P x W x 1 0 3

B
C
D
E
F
Sums

r.60 4 2 20
1.80 1 6 37
1.50 3 2 1,3
2.00 3 3 18
r . 7 0 2 ? 8

50
27.O
76.9
55.6

125.0
,TT3

80.0
48.6

115 .4
111,.2
2t2.5
567.7

_l
*Note.' Estimated precipitation (P) at A = 567.7 /334.5; P = 1.70 in.
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precipitation to one with no records. This is considered to be the most logical proce-
dure for handling this unusual case.7 The estimated result will always be less than the
greatest and greater than the smallest surrounding precipitation. For special effects
such as mountain influences, an adjustment procedure can be applied.

AREAL PRECIPITATION

For most hydrologic analyses, it is important to know the areal distribution of precip-
itation. Usually, average depths for representative portions of the watershed are
determined and used for this pwpose. The most direct approach is to use the arith-
metic average of gauged quantities. This procedure is satisfactory if gauges are uni-
formily distributed and the topography is flat. Other commonly used methods are the
isohyetal method and the Thiessen method. The reliability of rainfall measured at one
gauge in representing the average depth over a surrounding area is a function of (1)
the distance from the gauge to the center of the representative area, (2) the size of the
area, (3) topography, (4) the nature ofthe rainfall ofconcern (e.g., storm event versus
mean monthly), and (5) local storm pattern characteristics.8 For more information on
errors of estimation, the reader should consult Refs. 7 and 8. Chapter 27 also contains
a discussion of areal variability of precipitation.

Figures 2.10 and 2.11 illustrate how the measured rainfall at a single gauge
relates to the average rainfall over a watershed with change in ( 1) the relative position
of the gauge in the watershed and (2) the time period over which the average is
calculated. In the first case it is clear that the more central the gauge location, the more
closely its observations will match the average for a representative area, providing
that the region is not too large. Figure 2.1 1 shows, not surprisingly, that areal averages

2.5
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> a
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b 9
d 9 n

B . E

(n

o
bo

o
> ?
€ J

o

2, *,
d 9  1

3 . =

k l

O

1 2 3

Storm rainfall at one gauge in inches

(a)

1 2 3

Storm rainfall at one gauge in inches
(b)

Figure 2.L0 Errors resulting from use of a single gauge to estimate watershed average
(giuge location effect, Soil Conservation Service), (a) Watershed area is 0.75 mi2 and
gauge is near the center. (b) Watershed area is 0.75 mi2 and gauge is 4 mi outside the
watershed boundary.
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Storm rainfall at one gauge in inches

1 2 3

Storm rainfall at one gauge in inches

(a) (b)

Figure 2.L1 Errors resulting from use of a single gauge to estimate watershed average

(time period effect, Soil ConserVation Service). (aiWatershed area is 5'45 mi2 and the

gauge i son thebounda ry . (b )Wate rsheda rea i s5 .45 In | zand thegauge i son the
boundarv.

over long time periods, in this case one year, may be expected to conform more closely

to a single guog" uu"ruge than those for an individual storm event' This suggests

that the Oerlgn-of guuging networks should be tempered with both space and time

considerations.

lsohyetal Method

The two principal methods for determining areal averages of rainfall are the isohyetal

method and the Thiessen method. The isohyetal method is based on interpolation

between gauges. It closely resembles the calculation of contours in surveying and

-upptng."Tf" first step in developing an isohye?1..-up is to plot the^rain gauge

locations on a suitable map and to reJord the rainfall amounts (Fig' 2'I2)' Next' an

interpolation between gauges is performed and rainfall amounts at selected incre-

ments are plotted. tdentical depths from each interpolation are then connected to form

isohyets (lines of equal rainfall depth)' The areafaverage is the weighted average of

depths between isohyets, that is, the mean value between the isohyets' The isohyetal

method is the most accurate approach for determining average precipitation over an

area, but its proper ose requir#a skilled analyst and careful attention to topographic

and other tactori that impact on areal variability. Figure 2. 13 illustrates the represen-

tat ionofamajorstormevent inNorthCarol inabyanisohyetalmap.

Thiessen Method

Another method of calculating areal rainfall averages is the Thiessen method' In this

procedure the area is subdivided into polygonal subareas using rain gauges as centers'

The subareas are used as weights in estimiting the watershed average depth' Thiessen

diagrams are constructed as shown in Fig. i.t+. fnis procedure is not suitable for
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Average
precipitation
for area A4
is 4.25 in.

- - - -x- - - - - - *  - * ! f l1
A2

--^ 3 in'

Average preciPitation

for entire basin
= 2 A i P i

\ i

(c)

AccuracY

Figure 2.12 Construction of an isohyetal map: (a) locaterain gauges and

pdt values; (b) interpolate between gauges; and (c) plot isohyets'

mountainous areas because of orographic influences' The Thiessen network is fixed

io, u glu"o gauge configuation, and polygons must be reconstructed if any gauges are

relocated.

Irrespective of the method used for estimating areal precipitation, the locatior\of the

guu* orra in deriving the estimate relative tothe point of application of the estimate

must be taken into consideration. In mountainous lbcattieso vertical distances may be

-ft" irnpottant than horizontal ones. For gentle landscapbs, horizontal spacings are
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EXAMPLE 2.1

Average depth over entire watershed = 
+t

Figure 2.14 Construction ofa Thiessen diagram: (a) connect rain gauge locations; (b)
draw perpendicular bisectors; and (c) calculate Thiessen weights l,er, ,qr, A3). (d) A
completed network.

the most important. when a precipitation gauging network is to be developed, both
spacing and arrangement of gaugei must be considered.

$yen 1rrc drainage area of Fig. 2.r5 and the rainfall data displayed in column 3 of
Table 2.2, calculate the average rainfall over the area using 1aj tne arithmetic mean,
and (b) the Thiessen polygon weighting system.

Figure 2.15 Thiessen diagram for Exam-
ple 2.1.



( 1 ) (2) (3) (4)

Gauge No. "/" Area Precip.-in (2) x (3)

1.56 0.08

2 4 2.95 0.12

3 3 3.44 0 .10

t5 2.91 0.44

l l 4 . 1 7 0.46

6 19 4.21 0.80

7 4 2.'�| 0 . 1 1

8 7 2.45 0 . 1 7

9 21 3.88 0 . 8 1

10 6 3.98 0.24

l l 5 2 .51 0 .13

Total 100 3.45

34 CHAPTER 2 PRECIPITATION

TABLE 2.2 DATA AND THIESSEN POLYGON
CALCULATION FOR EXAMPLE 2,1.

Solution.

a. Identify those gauges falling within the area boundary. They include gauges
1, 4 through 6, 8, and 9. Averaging the values for these six gauges yields an
estimated mean areal rainfall of 3.20 inches.

b. Followine the Thiessen method as described in Section 2.5, construct
polygons using triangles to connect gauge points. These polygons are shown
on Fig. 2.15. Calculate the percent of the total area associated with each
gauge and record as in column 2 of Table 2.2.The Thiessen weighted average
is obtained by multiplying the values in column 2by the yalues in column 3.
The Thiessen average is computed as 3.45 inches of rainfall. The use of a
spreadsheet (Table 2.2) facilitates computations and aids in organizing
data. l r

2.6 PROBABLE MAXIMUM PRECIPITATION

The probable maximum precipitation (PMP) is the critical depth-duration-area rain-
fall relation for a given area and season which would result from a storm containing
the most critical meteorological conditions considered probable.e Such storm events
are used in flood flow estimates by the U.S. Corps of Engineers and other water
resources agencies. The critical meteorological conditions are based on analyses of
air-mass properties (effective precipitable water, depth of inffow layer, wind, temper-
ature, and other factors), synoptic situations during recorded storms in the region,
topography, season, and location ofthe area. The rainfall derived istermedprobable
maximum precipitation since it is subject to limitations of meteorological theory and
data and is based on the most e_ffectiw cqmbination of factors controlling rainfall
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1000
800
600

400

$ zoo
9?
E 1oo
s 9 9t r o u

4 4 0

20

10

Percentage of 200 miz, 24-hr values

Figure 2.17 Seasonal variation, depth-area-duration relations;
percentage to be applied to 200 ni2-24 hr probable maximum
precipitation values for August in Zone 6. (U.S. Department of
Commerce, National Weather Service.)

intensity.e An earlier designation of "maximum possible precipitation" is synonymous.
Additional information on PMP is given in Chapter 16.

The seasonal variation of PMP is important ip the design and operation of
multipurpose structures and in flooding considerations that may occur in combination
with snowmelt. In both of these cases, annual probable maximums might be less
important than seasonal maximums. Figures 2.16 and,2.r7 display 24-hr pMp for the
eastern half of the United States for 200-ffi2 watersheds during the month of August
(similar figures are available from the National Weather Service).

2.7 GROSS AND NET PRECIPITATION

The net (excess) precipitation that contributes directly to surface runoff is equivalent
to the gross precipitation minus losses to interception, storm period evaporation,
depression storage, and infiltration. The relation between excess precipitation P" and
gross precipitation P is thus

P " : P . - I l o s s e s  ( 2 . 2 )

where the losses include all deductions from the gross storm input.
The paths that water precipitated over an area may take can be represented by

flow diagrams of the type given in Fig. 1.3 and by equations of the form ot&q. 2.i.
Models such as these are the basis for most hydrologic investigations, and muchbf the
content of this book is devoted to the conceptualization of individual components of
the various hydrologic processes and to synthesizing these components into holistic
representations of hydrologic events.

l0 20 30 40 50 6Q 70 80 90 100 110 120 130 140 150



PROBLEMS 37

r Summary
precipitation is the source of fresh water replenishment for the planet Earth. Too much

or too little can mean the difference between prosperity and disaster. In between these

extremes are the normal precipitation events that are experienced with a frequency

and intensity related mainly to geographic position and topographic features'

After reading this chaptei you should understand that both the timing and

amount of precipitition occuiring over anareaare important and that there is consid-

erable g"olrapttic variability in precipitation. You should be able to estimate areal

precipiLtiin amounts from gauge data and conceptualize simple hydrologic process

models. It should be recognizedihat average values ofprecipitation for a region shed

some light on the quantiiy of water that might be made available for various uses,

while a i<nowledge of tne time-aistribution and time-disposition of precipitation are

requisites for developing management plans for periods of excess and shortage'

PROBLEMS

average, estimate the amount of rainfall for gauge X'

compute the rainfall for gauge X in Problem 2.1 if the storm readings at A, B, artd c
'werc 

3.7,4.I, and 4'8 in., respectively'

compute the mean annual precipitation for the watershed in the following figure using

the arithmetic mean, the'itri"*"n polygon method, and the isohyetal method. The

2.1.

" r )

2.3.
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gauge readings for gauges A-K, respectively, are: 29.79,34.97,25.6,24.2i,24.6,
42.61, 42.35, 15.51,39.99, 43.04, and 28.41.

2.4. Compute the mean annual precipitation for the watershed in the figure for Problem 2.3
using the arithmetic mean and the Thiessen polygon method. The gauge readings for
gauges A-K, respectively, are: 28.1, 33.7, 25.6, 23.9, 24.6, 40.1, 41.3, 37.2, 38.7,
41.1, and29.3.

2.5. The chart from a rain gauge shown in the sketch represents a record that you must
interpret. Find the average rainfall intensity (rate) between 6 e.r'1. and noon on August
10. Find also the total precipitation on August 10 and August 11.

d

0.30
o.25
0.20
0.15
0.10
0.05

0

Aus. l 0

/ Ais..I7

Midnight 6 a.m. 6 p.m. Midnight 6 a.m.

Time

Noon 6 p.m. Midnight

2.6. Refer to the chart of Problem 2.5. Calculate the rainfall intensity for the period
between 6.q..1u. and noon on August 11. Would you consider this to be a period of
intense rainfall?

2.7. Use the map of Fig. 2.6 and from it construct a set of Thiessen polygons. Using these,
estimate the mean rainfall for the region.

2.8. A mean draft of 100 mgd is produced from a drainage area of 200 mi2. At the flow line
the reservoir is estimated to cover 4000 acres. The annual rainfall is 37 in., the mean
annual runoff is l0 in., and the mean annual lake evaporation is 30 in. Find the net
gain or loss in storage. Compute the volume of water evaporated. How significant is
this amount?

2.9. A mean draft of 380,000 m3/day is produced from a drainage area of 330 km2. At the
flow line, the reservoir is estimated to cover about 1600 hectares. The annual rainfall
is 96.5 cm, the mean annual runoff is 22.8 cm, and the mean annual lake evaporation
is 77.1 cm. Find the net gain or loss in storage and compute the volume of water
evaporated. Calculate volumes in m3.

2.10. Drainage areas within each of the isohyetal lines for a storm are tabulated for a
watershed. Use the isohyetal method to determine the average precipitation depth
within the basin for the storm. Make a conceptual sketch.

lsohyetal interval (in.) Area (acres)

0-2
a i

4-6
6-8

2700
1900
1000

0

2.11. Rework Problem 2.10 if the values in the second column of the table are 2,500, 2,100
1,200, and 300, respectively,



REFERENCES 39

2.12. Discuss how you would go about collecting data for analysis of the water budget of a
region. What agencies would you contact? What other sources of information would
you seek out?

2.13. For an area of your choice, plot the mean monthly precipitation versus time. Explain
how this fits the pattern of seasonal water uses for the area. Will the form of precip-
itation be an important consideration?
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Chapter 3

r Prologue

3.1 INTERCEPTION

Interception and Depression
Storage

The purpose of this chapter is to:

. Define interception and depression storqge.
' Define the roles these abstracting mechanisms play in affecting the amount of

precipitated water ultimately available for other distribution.
' Provide some approaches to estimating the quantities of water intercepted and

stored in depressions during precipitation events.

Figure 1.3 indicates the paths that precipitated water may take as it reaches the earth.
The first encounters are with intercepting surfaces such as trees, plants, grass, and
structures. Water in excess of interception capacity then begins to filI surface depres-
sions. A film of water also builds up over the ground surface. This is known as surface
detention. Once this film is of sufficient depth, surface flow toward defined channels
commences, providing that the rate at which water seeps into the ground is less than
the rate of surface supply. This chapter deals with the first two mechanisms by which
the gross precipitation input becomes transformed into net precipitation.

Part ofthe storm precipitation that occursis intercepted by vegetation and other forms
ofcover on the drainage area. Interception can be defined as that segment ofthe gross
precipitation input which wets and adheres to aboveground objects until it is returned
to the atmosphere through evaporation. Precipitation striking vegetation may be
retained on leaves or blades of grass, flow down the stems of plants and become
stemflow, or fall off the leaves to become part of the throughfall. The modifying effect
that a forest canopy can have on rainfall intensity at the ground (the throughfall) can
be put !o practical use in watershed management schemes.

The amount of water intercepted is a function of ( 1 ) the storm charac ter, (2) the
species, age, and density ofprevailing plants and trees, and (3) the season ofthe year.
Usually about 10-20 percent of the precipitation that falls during the growing season
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is intercepted and returned to the hydrologic cycle by evaporation. Water losses by
interception are especially pronounced under dense closed forest stands-as much as
25 percent of the total annual precipitation. Schomaker has reported that the average
annual interception loss by Douglas fir stands in western Oregon and Washington is
about24 percent.l A lO-year-old loblolly pine plantation in the South showed losses
on a yearly basis of approximately 14 percent, while Ponderosa pine forests in Califor-
nia were found to intercept abort 12 percent of the annual precipitation. Mean
interception losses of approximately 13 percent of gross summer rainfall were re-
ported for hardwood stands in the White Mountains of New Hampshire. Additional
information given in Table 3.1 includes some data on interception measurements
obtained in Maine from a mature spruce-fir stand, a moderately well-stocked white
and gray birch stand, and an improved pasture.r

Lull indicates that oak or aspen leaves may retain as much as 100 drops of
wdtter.z For a well-developed tree, interception storage on the order of 0.06 in' of
precipitation could therefore be expected on the basis of an average retention of about

TABLE 3,1 WEEKLYAVERAGE PRECIPITATION CATCH OF STANDARD
U,S. WEATHER BUREAU.WPE RAIN GAUGES LOCATED IN
A SPRUCE-FIR STAND, A HARDWOOD STAND, AND A
PASTURE DURING THE WINTER OF 1965_1966

Measuring
date'

Weekly average precipitation catch
(in. ot equivalent rain)

Percent interception
by forest cover

Spruce-firSpruce-fir Birch Pasture Birch

t l /9 t65
11tL6/65
ru23t65
12tr0t65"
12n7 t65
12/30t65
lt4t66
1tr2t66
U18t66
U25t66
2tr /66
2t8t66
2n1t66
2n5t66
2t21t66
3t2t66
3t7 t66
3t15t66
3t29t66
Total

0.24
1 .01
1 .01
1.41
0.55
0.66
0.20
0.36

Trace
0.25
1 .38
0.05
0.29,
0.76
0.17
0.86
0.76
0
0.73

10.69

0.33
r.25
r.23
1.65
0.81
0.95
0.25
0.55

Trace
0.58
l . 9 l
0.07
0.02
0.81
0.22
l  - z a

0.84
0
1 . 1 3

13 .83

0.39
L45
r.36
t .79
0.87
1.08
0.26
0.61

Trace
0.59
1.96
0.06

Trace
0.98
0.22
t.45
0.97
0
1.27

15 .31

38
30
26
2 l
37
39
23
4 l

58
30
l7

22
Z J

4 l
22

43
30.2

2
J

t 6

t7
0

I6
13

1 l
9.5

l 5
l4
1 0
8
7

l 2
A

10

" The period between measuring dates is 7 days, except when precipitation occurred on the seventh day.
In this event, measurgment was postponed until precipitation ceased.
bMeasurements were delayed until a method was devised to melt frozen precipitation on the site.
'This measurement in the spruce stand was the result of foliage drip during a thaw from previously
intercepted snow.

Source: Aftet C, E. Schomaker, "The Effect of Forest and Pasture on the Disposition of Precipitation,"
Maine Farm Res. (July 1966).
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20 drops per leaf. For light showers (where gross precipitation P < 0.01 in.) 10t
percent interception might occur, whereas for showers where P > 0.04 in., losses in
the range of 10-40 percent are realistic.3

Figure 3.1 illustrates the general time distribution pattern of interception loss
intensity. Most interception loss develops during the initial storm period and the rate
of interception rapidly approaches zero thereafter.l-6 Potential itorm interception
losses can be estimated bv usins2'3,6

Z i : , S + K E t (3 .1)

42

where . L, : the volume of water intercepted (in.)
S : the interception storage that will be retained on the foliage against the

forces of wind and gravity (usually varies between 0.01 and 0.05 in.)
K : the ratio of surface area of intercepting leaves to horizontal projection:,

of this area
E : the amount of water evaporated per hour during the precipitation period '

(in.)
r : time (hr)

i =  i t + i 2 + 4 + i 4

Figure 3.1 Disposition of rainfall input in terms of inter-
ception, depression storage, infiltration, and overland flow.
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Equation 3.1 is based on the assumption that rainfall is sufficient to fully satisfy
the storage term S. The following equation was designed to account for the rainfall
amountT-e

L ; : S ( 1  - e - P / s ) + K E t (3.2)

where P : rainfall and e is the base of natural logarithms. Note in Eqs. 3.1 and 3.2
that the storm time duration t is given in hours, while ,L,, S, and E are commonly
measured in in. or mm.

It is important to recognize that forms of vegetation other than trees can aiso
intercept large quantities of water. Grasses, crops, and shrubs often have leaf-area to
ground-area ratios that are similar to those for forests. Table3.2 summarizes some
observations that have been made on crops during growing seasons and on a variety
of grasses. Intercepted amounts are about the same as those for forests, but since some
of these types of vegetation exist only until harvest, their annual impact on intercep-
tion is generally less than that of forested areas.

Precipitation type, rainfall intensity and duration, wind, and atmospheric condi-
tions affecting evaporation are factors that serve to determine interception losses.
Snow interception, while highly visible, usually is not a major loss since much of the
intercepted snowfall is eventually transmitted to the ground by wind action and melt.
Interception during rainfall events is commonly greater than for snowfall events. In
both cases, wind velocity is an important factor.

The importance of interception in hydrologic modeling is tied to the purpose of
the model. Estimates of loss to gross precipitation through interception can be
significant in annual or long-term models, but for heavy rainfalls during individual
storm events, accounting for interception may be unnecessary. It is important for the
modeler to assess carefully both the time frame of the model and the volume of
precipitation with which one must deal.

TABLE 3.2 OBSERVED PERCENTAGES OF INTERCEPTION BY
VARIOUS CROPS AND GRASSES'

Vegetation type Intercepted (%) Comments

Crops
Alfalfa
Corn
Soybeans
Oats

Grassesb
Little bluestem
Big bluestem
Tall panic grass
Bindweed
Buffalo grass
Blue grass
Mixed species
Natural grasses

36
1 6
15
7

50-60 -.1
s7 l
s 7 f
17  l
3 1  )
17
) A

t4-t9

Water applied at rate of ] in. in 30 min

Pdor to harvest

"Values rounded to nearest percent. Data for table were obtained from Refs. 2,4, and 5,
'Grass heights vary up to about 36 in.
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Equations 3.1 and 3.2 can be used to estimate total interception losses, but for
detailed analyses ofindividual storins, it is necessary to deal with the areal variability
of such losses. General equations for estimating such losses are not available, however.
Most research has been related to particular species or experimental plots strongly
associated with a given locality. In addition, the loss function varies with the storm's
character. If adequate experimental data are available, the nature of the variance of
interception versus time might be inferred. Otherwise, common priictice is to deduct
the estimated volume entirely from the initial period of the storm (initial abstraction).

EXAMPLE 3.1

Using the following equations developed by Horton6 for interception by ash and oak
trees, estimate the interception loss beneath these trees for a storm having a total
precipitation of 1.5 in.

Solution

1. For ash trees.

2. For oak trees,

L ; : 0 . 0 1 5  + 0 . 2 3 P
: 0.015 + 0.23(1.5) : 0.36 in.

L ; : 0 . 0 3 + 0 . 2 2 P
: 0.03 + 0.22(1.5) : 0.36 in. r l

3.2 THROUGHFALL

A number of relationships for estimating throughfall for a variety of forest types have
been developed.n tt Deiermining factors for throughfall quantities include canopy
coverage, total leaf area, number and type of layers of vegetation, wind velocity, and
rainfall intensity. The areal variability ofthese factors results in little or no throughfall
in some locations and considerable throughfall in others. In general, prediction equa-
tions for throughfall must include measures of canopy surface area and cover as prime
variables. An example of a throughfall relationship for an eastern United States
hardwood forest follows.l2

For the growing season

Tn:  0 .901P -  0 .O3 ln

For the dormant season

Tn:  0 .9 I4P -  0 .015n

where ?1, : throughfall (in.)
P : total precipitation (in.)
n : number of storms

(3.3)

(3.4)
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Precipitation that reaches the ground may infiltrate, flow over the surface, or become
trapped in numerous small depressions from which the only escape is evaporation or
infiltration. The nature of depressions, as well as their size, is largely a funition of the
original land form and local land-use practices. Because of extreme variability in the
nature of depressions and the paucity of sufficient measurements, no generalized
relation with enough specified parameters for all cases is feasible. A rational model
can, however, be suggested.

Figure 3.1 illustrates the disposition of a precipitation input. A study of it shows
that the tate at which depression storage is filled rapidly declines after the initiation
of a precipitation event. Ultimately, the amount of precipitation going into depression
storage will approachzero, given that there is alarge enough volume of precipitation
to exceed other losses to surface storage such as inflltration and evaporation. Ulti-
mately, all the water stored in depressions will either evaporate or seep into the
ground. Finally, it should be understood that the geometry of a land surface is usually
complex and thus depressions vary. widely in size, degree of interconnection, and
contributing drainage area. In general, depressions may be looked upon as miniature
reservoirs and as such they are subject to similar analytical techniques.

According to Linsley et a1.13 the volume of water stored by surface depressions
at any given time can be approximated using

Y : S d ( l  - e - k P " ) r ?  5 )

where V : the volume actually in storage at some time of interest
S, : the maximum storage capacity of the depressions
P" : the rainfall excess (gross rainfall minus evaporation, interception, and

infiltration)
k : a constant equivalent to l/So

The value of the constant can be determined by considering that if P" : 0, essentially
all the water will fill depressions and dv/dp" will equal one. This requires that
k : r/Sa. Estimates of s, may be secured by making sample fleld measurements of
the area under study. Combining such data with estimates of P" permits a determina-
tion of V. The manner in which Vvaries with time must still be estimated if depression
storage losses are to be abstracted from the gross rainfall input.

One assumption regarding dVldt is that all depressions must be full before
overland flow supply begins. Actually, this would not agree with reality unless the
locations of depressions were graded with the largest ones occurring downstream. If
the depression storage were abstracted in this manner, the total volume would be
deducted from the initial storm period such as shown by the shaded area in Fig.3.2.
Such postulates have been used with satisfactory results under special circum-
stances.ra

Depression storage intensity can also be estimated using Eq. 3.5. If the overland
flow supply rale oplus depression storage intensity equal i - /, where i is the rainfall
intensity reaching the ground and/is the infiltration rate, then the ratio of overland
flow supply to overland flow plus depression storage supply can be proved equal to

i -  f
(3.6)



o
b0

o

!t
o

E

d

46 CHAPTER 3 INTERCEPTION AND DEPRESSION STORAGE

4 8 1 2 16 20

Time (min)

Figure 3.2 Simple depression storage abstraction scheme.

This expression can be derived by adjudging

c  : i  
-  f  -  o

i -  f  i -  f
(3.7)

and noting that o is equal to the derivative of Eq. 3.5 with respect to time. Then

)
o : f i s o 1 t _ e - k P " )

u : (Soke-kg#

It was shown that k : 1/S, so that

u : ,-o'"d!"
dt

(3.8)

(3.e)

The excess precipitation P, equals the gross rainfall minus infiltrated water, and since
the derivative with respect to time can be replaced by the equivalent intensity (i * f),
the intensity of depression storage becomes

(3.10)

( 3 . 1 1 )

(3.r2)

o : e - o r . ( i - f )

( i - f ) * G - f ) e - . " "a

i -  f i -  f
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Figure 3.3 Depth distribution curve ofdepression storage. Enter graph from top,
read down to selected curve, and project right or left as desired. (After Tholin and
Kiefer.r5)
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Figure 3.3 illustrates a plot of this function versus the mass overland flow and
depression storage supply (P - F), where F is the accumulated mass infiltrationl5 and

Exponential relationship - i,t
-  - l P - F ) t S ,  - \

=  I - e  "  ,
I I

OGEE sumrnation of the
standard probability curve
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P is the gross precipitation. In the plot mean depths of 0.25 in. for turf and 0.0625 in.
for pavements were assumed. Maximum depths were 0.50 and 0.125 in., respectively.

The figure also depicts the effect on estimated overland flow supply rate, which
is derived from the choice of the depression storage model. Three models are shown
in the figure: the flrst one assumes that all depressions are full before overland flow
begins. For a turf area having depressions with a mean depth of 0.25 in., the figure
shows that for P - F values less than 0.25 in., there is no overland flow supply, while
for P - F values greater than 0.25 in., the overland flow supply is equal to i - f .

For the exponential model (Model 2), c always will be greater thanzero. Tholin
and Kiefer have recommended that a relation between those previously mentioned is
likely more representative of fully developed urban areas.15 A cumulative normal
probability curve was selected for this representation and is also described in Fig. 3.3
(Model 3).

Depression storage deductions are usually made from the first part of the storm
as illustrated in Fig. 3.2. The amount to be deducted is a function of topography,
ground cover, and extent and type of land development. During major storms, this loss
is often considered to be negligible. Some guidelines for estimating depression storage
losses have been developed based on studies of experimental and other watersheds.
Values for depression storage losses from intense storms reported by Hicks are
0.20 in. for sand, 0.15 in. for loam, and 0.10 in. for c1ay.16 Tholin and Kiefer have used
values of 0.25 in. inpervious urban areas and 0.0625 in. forpavements.ls Studies of
four small impervious drainage areas by Viessman yielded the information shown in
Fig.3.4, where mean depression storage loss is highly correlated with slope. This is

0 .15

I

E i  U . I U

0 1 2 3

Slope (70)

Figure 3.4 Depression storage loss versus slope
impervious drainage areas. (From Viessman. ra)

4

for four
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Time (min)

Figure 3.5 Depression storage intensity versus time for an impervious
area. (After Turner.l7)

easily understood, since a given depression will hold its maximum volume if horizon-
tally oriented. Using very limited data from a small, paved-street section, Turner
devised the curves shown in Fig. 3.5.17 Other sources of data related to surface storase
are available in the literature.2,18,1e

r Summary

Accounting for the disposition of precipitation is an important part of the hydrologic
modeling process. Two abstractions from the precipitation input, intercepiion, and
depression storage were covered in this chapter.

Interception losses during the course of a year may be substantial, but during
intense storms, they may be sufficiently small to neglect. Precipitation type, rainfall
intensity and duration, wind, and atmospheric conditions affeiting evaporation are
factors that serve to determine interception losses for a given foresi stand or ground
cover configuration. Interception during rainfall events is commonly greater ihan for
snowfall events.

Depression storage deductions occur early in a storm sequence and they are a
function of topography, ground cover, and extent and type of land development.
During major storms, this loss is often considered to be negligible.

PROBI.EMS

3.1. Using Fig. 3.2, estimate the volume of depression storage for a 3-acre paved drainage
area' State the volume in cubic feet and cubic meters. Convert it to equivalent dep;h
over the area in in. and cm.

Antecedent rainfall during
preceding 30 min
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3.2. Estimate the percentage of the total volume of rainfall that is indicated as depression

storage in Fig. 3.2.

3.3. Using the average annual precipitation for your state, estimate the annual amount of

interception loss.

3.4. Refer to Fig. 2.4 and estimate the annual interception losses in lllinois, Florida,

California, and New Mexico. How good do you think these estimates are? In which

estimates do you have the most confldence? Why? In which of these states would the

water budget be most affected by interception?

3.5. Using Fig. 3.4, estimate the percentage of rainfall that would be lost to depression

storage for a l0-acre parking lot having a mean slope of 1 percent. Repeat for a slope

of 3 percent. Using the total rainfall volume determined in Problem 3.2, estimate the

equivalent depth over the area of the depression storage loss for both slopes. Stater

depths in mm and in.

3.6. Refer to Fig. 3.3 and estimate the ratio of overland flow supply to overland flow and

depression storage supply if the area is turf, the OGEE summation curve is the model,

and the mean depth of depression storage is (a) 75 percent and (b) 125 percent.

3,7. Explain how a relation such as that given in Fig. 3.3 could be used in a simulation

model of the rainfall-runoff process'

3.8. Using Eqs. 3.3 and 3.4, estimate the throughfall in in. for 28 in. of rainfall during the

growing season (21 events), and 17 in. of rainfall during the dormant season (13

events).

3.9. Using Horton's equations given in Example 3.1, estimate the interception losses by

ash and oak trees for a storm having a total precipitation of 1.33 in'
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Chapter 4

lnfiltration

Prologue

The purpose of this chapter is to:

. Define infiltration.
' Indicate the role infiltration plays in affecting runoffquantities and in replen-

ishing soil moisture and groundwater storages.
' Present models for estimating inflltration and provide examples of how they

can be used.

Infiltration is that process by which precipitation moves downward through the sur-
face of the earth and replenishes soil moisture, recharges aquifers, and ultimately
supports streamflows during dry periods. Along with interception, depression storage,
and storm period evaporation, it determines the availability, if any, of the precipitation
input for generating overland flows (Fig. 1.3). Furthermore, infiltration rates
influence the timing of overland flow inputs to channelized systems. Accordingly,
infiltration is an important component of any hydrologic model.

The rate f at which infiltration occurs is influenced by such factors as the type
and extent of vegetal cover, the condition of the surface crust, temperature, rainfall
intensity, physical properties of the soil, and water quality.

The rate at which water is transmitted through the surface layer is highly depen-
dent on the condition of the surface. For example, inwash of fine materials may seal
the surface so that infiltration rates are low even when the underlying soils are highly
permeable. After water crosses the surface interface, its rate of downward movement
is controlled by the transmission characteristics of the underlying soil profile. The
volume of storage available below ground is also a factor affecting infiltration rates.

Considerable research on infiltration has taken place, but considering the infinite
combinations of soil and other factors existing in nature, no perfectly quantified
general relation exists.
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4.1 MEASURING INFILTRATION

Commonly used methods for determining infiltration capacity are hydrograph analy-

ses and infiltrometer studies. Infiltrometers are usually classified as rainfall simulators

or flooding devices. In the former, arlificalrainfall is simulated over a small test plot

and the inhltration calculated from observations ofrainfall and runoff, with consider-

. ation given to depression storage and surface detention.l Flooding infiltrometers are

usually rings or iubes inserted in the ground. Water is applied and maintained at a

constant level and observations made of the rate of replenishment required'

Estimates of infiltration based on hydrograph analyses have the advantage over

infiltrometers of relating more directly to prevailing conditions of precipitation and

field. However, they are no better than the precision with which rainfall and runoff are

measured. Of partitular importance in such studies is the areal variability of rainfall.

Several meth;ds have been developed and are in use. Reference 1 gives a good

description of these methods.

4.2 CALCULATION OF INFILTRATION

Infiltration calculations vary in sophistication from the application of reported aver-

age rates for specific soil types and vegetal covers to the use of differential equations

g6verning the flow of wateiin unsaturated porous media. For small urban areas that

iespond iapidly to storm input, more precise methods are sometimes warranted' On

large waterlheds subject to peak flow production from prolonged storms, average or

representative values may be adequate.
The infiltration pto"".r is -omplicated at best. Even under ideal conditions

(uniform soil propertiei and known fluid properties), conditions rarely encountered in

practice, the process is difflcult to characterize. Accordingly, there has been consider-

abte study of the infiltration process. Most of these efforts have related to the develop-

ment of i1) empirical equations based on field observations and (2) the solution of

equations based on the mechanics of saturated flow in porous media.l'2

Later in this chapter, several commonly used infiltration models are discussed.

As a preface to that discussion, a brief description of the infiltration process follows'

It reviews the principal factors affecting infiltration and points out some of the

problems encountered by hydrologic modelers.
We begin our discussion with an ideal case, one in which the soil is homogeneous

throughout the profile and all the pores are directly interconnected by capillary

purru!"r. Furtheimore, it is assumed that the rainfall is uniformly distributed ovef the

ur"u of "on"ern. Under these conditions, the infiltration process may be chatactetized

as one dimensional and the major influencing factors are therefore soil type and

moisture content.3
The soil type characterizes the size and number of the passages through which

the water must flow while the moisture content sets the capillary potential and relative

conductivity of the soil. Capillary potential is the hydraulic head due to capillary

forces. capillary suction is the same as capillary potential but with opposite sign.
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0 0.1 0.2 0.3 0.4 0.5

Moisture content, 0 (vol/vol)

Figure 4.1 Typical capillary suction-relative conduc-
tivity-moisture content relation. (After Mein and Larson.e.)

Capillary conductivity is the volume rate of flow of water through the soil under a
gradient of unity (dependent on soil moisture content). Relative conductivity is the
capillary conductivity for a specified moisture content divided by the saturated con-
ductivity. Figure 4.1 illustrates the relations among these variables. Note that at low
moisture contents, capillary suction is high while relative conductivity is low. At high
moisture contents the reverse is true.

With this background, an infiltration event can be examined. Consider that
rainfall is occurring on an initially dry soil. As shown in Fig. 4.l,the relative conduc-
tivity is low at the outset due to the low soil moisture conditions. Thus, for the water
to move downward through the soil, a higher moisture level is needed. As moisture
builds up, a wetting front forms with the moisture content behind the front being high
(essentially saturated) and that ahead of the front being low. At the wetting front, the
capillary suction is high due to the low moisture content ahead of the front.

At the beginning of a rainfall event, the potential gradient that drives soil
moisture movement is high because the wetting front is virtually at the soil surface.
Initially, the infiltration capacity is higher than the rainfall rate and thus the
infiltration rate cannot exceed the rainfall rate. As time advances and more water
enters the soil, the wetting zone dimension increases and the potential gradient is
reduced. Infiltration capacity decreases until it equals the rainfall rate. This occurs at
the time the soil at the land surface becomes saturated. Figures 4.2 and 4.3 illustrate
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Moisture content. d

Figure 4.2 Typical moisture proflle development with a constant rainfall
rate.

these conditions. Figure 4.2 shows how a moisture profile might develop when a
rainstorm ofconstant intensity occurs. In the diagram the soil moisture at the surface
is shown to range from its initial value at the top left to its saturated value at the top
right. Thus in moving downward on the left-hand side of the diagram, one can trace
the downward progression of the wetting front for varying levels of soil moisture

Time, r

Figure 4.3 Infiltration rate versus time for a given rainfall
intensity. (After Mein and Larson.e)
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content at the land surface. Figure 4.3 indicates that until saturation is reached at the
surface, the infiltration rate is constant and equal to the rainfall application rate at the
surface. At Point 4, apoint that coriesponds to the time at which saturation occurs at
the surface, the infiltration rate begins to proceed at its capacity rate, the maximum
rate at which the soil can transmit water across its surface. As time goes on, the
infiltration capacity continues to decline until it becomes equal to the saturated
conductivity of the soil, the capillary conductivity when the soil is saturated. This
ultimate infiltration rate is shown by the dashed line to the right of K" in Fig. 4.3.

Of particular interest is the determination of Point 4 on the curve of Fig. 4.3.
This is the point at which runoff would begin for the conditions specified above. It is
also the point at which the actual infiltration rate/becomes equal to the infiltration
capacity rate fo rather than the rainfall intensity rate i. The time of occurrence of this
point depends, for a given soil type, on the initial moisture content and the rainfall
rate. The shape of the infiltration curve after this point in time is also influenced by
these factors.

Another factor that must be reckoned with in the infiltration process is that of
hysteresis. In Fig. 4.1 it can be seen that the plot of capillary suction versus soil
moisture is a loop. The curve is not the same for wetting and drying of the soil. The
curves shown on the figure are the boundary wetting and boundary drying curves,
curves applicable under conditions of continuous wetting or drying. Between these
curves, an infinite number of possible paths exist that depend on the wetting and
drying history of the soil. A number of approaches to the hysteresis problem have been
reported in the literature.3

The illustration of the infiltration process presented was based on an ideal soil.
Unfortunately, such conditions are not replicated in natural systems. Natural soils are
highly variable in composition within regions and soil cover conditions are also
far-ranging. Because of this, no simple infiltration model can accurately portray all
the conditions encountered in the fleld. The search has thus been for models that can
be called upon to give acceptable estimates of the rates at which infiltration occurs
durine rainfall events.

Mein and Larson have described three general cases of infiltration associated
with rainfall.3 The first case is one in which the rainfall rate is less than the saturated
conductivity of the soil. Under this condition, shown as (4) in Fig. 4.4, runoff never
occurs since all the rainfall infiltrates the soil surface. Nevertheless, this condition
must be recognized in continuous simulation processes since the level of soil moisture
is affected even though runoff does not occur. The second case is one in which the
rainfall rate exceeds the saturated conductivity but is less than the infiltration capac-
ity. Curves (I), (2), and (3) of Fig. 4.4 illustrate this condition. It should be observed
that the period from the beginning of rainfall to the time of surface saturation varies
with the rainfall intensity. The final case is one in which the rainfall intensity exceeds
the infiltration capacity. This condition is illustrated by the infiltration capacity curve
of Fig. 4.5 and those portions of infiltration curves (l), (2), and (3) of Fig. 4.4 that
are in their declining stages. Only under this condition can runoff occur. All three
cases have relevance to hydrologic modeling, particularly when it is continuous over
time.
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Figure 4.4 Inflltration curves
Mein and Larson.e)
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tsal, tsat,

Time, t

for several rainfall intensities. (After
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Figure 4.5 Horton's infiltration curve and hyetograph.

.I3 HORTON'S INFILTRATION MODEL

The inflltration process was thoroughly studied by Horton in the early 1930s.o An

outgrowth of his work, shown graphically in Fig. 4.1, was the following relation for

determining infiltration capacity:

fo :  f "+ Ao-f" ) "u '
Infiltration capacitY curve

fo: f, + ("fr - f")e'n' (+.r;
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where fo : the infiltration capacity (depth/time) at some time /
k : a constant representing the rate of decrease inf capacity

f" : d final or equilibrium capacity
,fo : the initial infiltration capacity

It indicates that if the rainfall supply exceeds the infiltration capacity, infiltration
tends to decrease in an exponential manner. Although simple in form, difficulties in
determining useful values for/. and fr restrict the use ofthis equation. The area under
the curve for any time interval represents the depth of water infiltrated during that
interval. The infiltration rate is usually given in inches per hour and the time r in
minutes, although other time increments are used and the coefficient k is determined
accordingly.

By observing the variation of inflltration with time and developing plots of /
versus / as shown in Fig. 4.5,we can estimate fsand ft. Two sets of/and / are selected
from the curve and entered in Eq. 4.1. Two equations having two unknowns are thus
obtained; they can be solved by successive approximations forfi and k.

Typical infiltration rates at the end of t hr ( f) are shown in Table 4.1. A typical
relation between f, and the infiltration rate throughout a rainfall period is shown
graphically in Fig. 4.6a; Fig.4.6h shows an infiltration capacity curve for normal
antecedent conditions on turf. The data given in Table 4.1 are for aturf area and must
be multiplied by a suitable cover factor for other types of cover complexes. A range
of cover factors is listed inTable 4.2.

Total volumes of inflltration and other abstractions from a given recorded
rainfall are obtainable from a discharge hydrograph (plot of the streamflow rate versus
time) if one is available. Separation of the base flow (dry weather flow) from the
discharge hydrograph results in a direct runoff hydrograph (DRH), which accounts for
the direct surface runoff. that is. rainfall less abstractions. Direct surface runoff or
precipitation excess in inches uniformly distributed over a watershed can readily be
calculated by picking values of DRH discharge at equal time increments through the
hydrograph and applying the formulas

P " :
(0.0371e)() q') ( a  ) \

where P" : precipitation excess (in.)

4r : DRH ordinates at equal time intervals (cfs)
A : drainage area (mi2)
r?7 : hurrber of time intervals in a 24-hr period

For most cases the difference between the original rainfall and the direct runoff
can be considered as infiltrated water. Exceptions may occur in areas of excessive
subsurface drainage or tracts of intensive interception potential. The calculated value
of infiltration can then be assumed as distributed according to an equation of the form
of Eq. 4.1 or it may be uniformly spread over the storm period. Choice of the method
employed depends on the accuracy requirements and size of the watershed.

To circumvent some of the problems associated with the use of Horton's
infiltration model, some adjustments can be made.6 Consider Fig. 4.5. Note that where
the infiltration capacity curve is above the hyetograph, the actual rate of infiltration

Ano
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Figure 4.6 (a) Typical infiltration curve. (b) Infiltration capacity and mass

curves for normal antecedent conditions of turf areas. fAfter A. L. Tholin and

Clint J. Kiefer, "The Hydrology of Urban Runoff," Proc. ASCE J. Sanitary

Ens. Div. S4(SA2), 56 (Mar. 1959).1
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TABLE 4.1 ryPICAL f, VALUES

Soil group f, (in./hr) f' (mm/h)

60

High (sandy soils)
Intermediate (loaps, clay, silt)
Low (clays, clay loam)

0.50-1.00 t2.50-25.00
0.10-0.50 2.so-r2.50
0.01-0.10 0.25-2.50

Source: After ASCE Manual of Engineering Practice,No.28.

TABLE 4,2 COVER FACTORS

Cover Cover fac{or

Permanent forest and grass

Close-growing crops

Row crops

Good (1 in. humus)
Medium (f-1 in. humus;
Poor (< j in. humus)
Good
Medium
Poor
Good
Medium
Poor

3.0-7.5
2.0-3.0
1 .2 -1 .4
2.5-3.0
t .6-2.0
1 . 1 -  1 . 3
1 .3 -  1 .5
1 . 1 - 1 � 3
1 .0 -  1 .1

Source: After ASCE Manual of Engineering Practice, No.2t.

is equal to that of the rainfall intensity, adjusted for interception, evaporation, and
other losses. Consequently, the actuaf infiltration is given by

f(t) : minlfof), i(t)l (4.3)

where/(r) is the actual infiltration into the soil and i(l) is the rainfall intensity. Thus
the infiltration rate at any time is equal to the lesser of the infiltration capacity, f,(t)
or the rainfall intensity.

Commonly, the typical values of foandf" are greater than the prevailing rainfall
intensities during a storm. Thus, when Eq.4.l is solved forS as a function of time
alone, it shpws a decrease in infiltration capacity even when rainfall intensities are
much less thanfo. Accordingly, a reduction in infiltration capacity is made regardless
of the amount of water that enters the soil.

To adjust for this deficiency, the integrated form of Horton's equation may be
used,

F(tp) : 
lr'' , 

o, : f,tp + (t - a' *,,1 (4.4)

where F is the cumulative infiltration at time to, as shown in Fig. 4.7.rnthe figure, it
is assumed that the actual infiltration has been equal to$. As previously noted, this
is not usually the case, and the tnie cumulative infiltration must be determined. This
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0 tptpt  t l

Equivalent time

Figure 4.7 Cumulative infiltration.

can be done using

F\t) : (4.s)

where/(r) is determined using F,q.4.3.
Equations 4.4 and 4.5 may be us6d jointly to calculate the time t, that is, the

equivalent time for the actual infiltrated volume to equal the volume under the

infiltration capacity curve (Fig. 4.7). The actual accumulated infiltration given by

Eq. 4.5 is equated to the area under the Horton curve, F,q. 4.4, and the resulting
expression is solved for r' This equation,
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l,' ,u, o,

(4.6)

cannot be solved explicitly for to,but an iterative solution can be obtained. It should

be understood that the time to is less than or equal to the actual elapsed time r. Thus

the available infiltration capacity as shown in Fig. 4.7 is equal to or exceeds that given

by Eq. 4.1. By making the adjustments described,f becomes a function of the actual

amount of water infiltrated and not just a variable with time as is assumed in the

original Horton equation.
In selecting a model for use in inflltration calculations, it is important to know

its limitations. In some cases a model can be adjusted to accommodate shortcomings;
in other cases, if its assumptions are not realistic for the nature of the use proposed,

the model should be discarded in favor of another that better fits the situation.
Part One of this book deals with the principal components of the hydrologic

cycle. In later chapters, the emphasis is on putting these components together in

F : f J r t  ( l - e - k ' n )

0
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various hydrolqgic modeling processes. When these models are designed for continu-
ous simulation, the approach is to calculate the appropriate components of the hydro-
logic equation, Eq. 1.4, continuously over time. A discussion of how infiltration could
be incorporated into a simulation model follows. It exemplifies the use of Horton's
equation in a storm water management model (SWMM)."

First, an initial value of /o is determined. Then, considering that the value of$
depends on the actual amount of infiltration that has occurred up to that time, a value
of the average infiltration capacity,f o, available over the next time step is calculated
using

(4.7)

(4.8)

where i is the average rainfall intensity over the time step.
Following this, infiltration is incremented using the expression

F(t + Lt) : F(t) * AF : F(t) + f Lt

where AF : f Lt is the added cumulative infiltration (Fig.4.7).
The next step is to find a new value of ro. This is done using Eq. 4.6.If LF :

f o Lt, tp : to t Ar. But if the new /or is less than to + A/ (see Fig. 4.7), Eq. 4.6 must
be solved by iteration for the new value of lo. This can be accomplished using the
Newton-Raphson procedure.6

When the value of tp > I6f k, the Horton curve is approximately horizontal and

fo : f". Once this point has been reached, there is no further need for iteration since

f is constant and equal to f" and no longer dependent on F.

Given an initial inflltration capacityfi of 3.0 in./hr and a time constant ft of 0.29 hr-',
derive an infiltration capacity vs. time curve if the ultimate infiltration capacity is
0.55 in./hr. For the first ten hours, estimate the total volume of water infiltrated in
inches over the watershed.

Solution. Using Horton's equation (4.1), values of infiltration can be com-
puted for various times. The equation is as follows:

f : f" + Lfo + f")e-k,

Substituting the appropriate values into the equation yields

,f = 0.55 + (3.0 - 0.55)s-o'zo'

Then for the times shown in spreadsheet Table 4.3, values of f ate computed and
entered into the table. Using the spreadsheet graphics package, the curve of
Fig. 4.8 is derived,

fo :  *1"= ' *o '  f 'o ' : lW
-tp

Equation 4.3 is then used to find the average rate of infiltration, /.

v - [f, i t i  >1,
'  -  

t t  i r i  < f ,

(4.e)

EXAMPLE 4.I
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TABLE 4.3 CALCULATIONS FOR EXAMPLE 4.1

Time
(hr)

lnfiltration
(in./hr)

Time
(hr)

lnfiltration
(in./h0

0.00 3.00 5.00 t . l 2

0.10 2.93 6.00 0.98

0.25 2.83 7.00 0.87

0.50 2.67 8.00 0.79

1.00 2.38 9.00 0.73

2.00 t .92 10.00 0.68

3.00 1.58 15.00 0.58

4.00 r.32 20.00 0.56

To find the volume of water infiltrated during the flrst 10 hours, Eq' 4.1 can

be integrated over the range of 0-10

I
v : 

J 
[0.5s + (3.0 - 0.55)e-o2e'�ldt

Y: [0.55/ + (2.45I-0.29)e-o2s\o

V : 12.47 in'

The volume in inches over the watershed is thus 12'47 in' ll
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4.4

CHAPTER 4 INFILTRATION

GREEN-AMPT MODEL

The Green-Ampt infiltration model, originally proposed in 1911, has had a resur-
gence of inte1gs1.3'6-1t This approach is based on Darcy's law (see Chapter 18). In its
original form, it was intended for use where infiltration resulted from an excess of
water at the ground surface at all times. In 1973, Mein and Larson presented a
methodology for applying the Green-Ampt model to a steady rainfall input.e They
also developed a procedure for determining the value of the capillary suction parame-
ter used in the model. In 1978, Chu demonstrated the applicability of the model for
use under conditions of unsteady rainfall.lo As a result of these and other efforts, the
Green-Ampt model is now employed as an option in such widely used continuous
simulation models as SWMM.6

The original formulation by Green and Ampt assumed that the soil surface was
covered by ponded water of negligible depth and that the water infiltrated a deep
homogenous soil with a uniform initial water content (see Fig. 4.9). Water is assumed
to enter the soil so as to define sharply a wetting front separating the wetted and
unwetted regions as shown in the figure. If the conductivity in the wetted zone is
defined as K", application of Darcy's law yields the equation

" K"(r + s)
I o :  r

(4.10)

where I is the distance from the ground surface to the wetting front and S is the
capillary suction at the wetting front. Referring to Fig. 4.9, it can be seen that the
cumulative infiltration F is equivalent to the product of the depth to the wetting front
L and the initial moisture deficit, 0, - 0, : IMD. Making these substitutions in

Ponded depth
considered negligible

Figure 4.9 Definition sketch for Green-
Ampt model.

I
Ho

I
I
I

I
I
I



Eq. 4.10 and rearranging, we obtain

f - :  K.( ,  *  t  *  j t ' )
r p  - - , \ -  

F  /

Considering thatfp : dFldt. we can state

Integrating and substituting the conditions that F : 0 at t : 0' we obtain
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(4 .11)

(4.r2)

(4.r3)

Figure 4.10 Capillary suction versus

moisture content curves.
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This form of the Green-Ampt equation is more convenient for use in watershed

modeling processes than Eq. 4.l}beciuse it relates the cumulative infiltration to the

time at which infiltration began. The derivation of this equation assumes a ponded

surface so that the actual rate of infiltration is equal to the infiltration capacity at all

times. Using Eq. 4.13, we can determine the cumulative infiltration at any time, a

feature desiiable for continuous systems modeling. All the parameters in the equation

are physical properties of the soil-water system and are measurable. The determina-

tion of suitable values for the capillary suction s is often difficult, however, particu-

larly for relations such as that ihown for a clay-type soil in Fig. 4.10. It can be

observed from the figure that for this curve there is a wide variation of capillary

suction with soil moisture content.3
The Mein-Larson formulation using the Green-Ampt model incorporates two

stages.3,6 The first stage deals with prediction of the volume of water that infiltrates

before the surface becomes saturated. The second stage is one in which infiltration

capacity is calculated using the Green-Ampt equation. In the widely used storm water

,nunug"*"nt model, the irodif,ed Green-Ampt model of infiltration is one of the

optiois that can be employed to estimate infiltration.6 Computations are made using

v)

U

Moisture content,0
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the following equations: for F ( F,(f : i),

F. :7: IM? ror i > K"
i/K" - |

and there is no calculation of F"for i < K"; for F > F,(f : fi):

f , :  x,( t  * t  * j")' \ F l

where f : acttal infiltration rate (ftlsec)
fo: infiltration capacity (ftlsec)
I : rainfall intensity (ftlsec)

\4.r4)

( 4 . 1 1 )

F : cumulative infiltration volume in the event (ft)
{ : cumulative infiltration volume required to cause surface saturation

(f0
S : average capillary suction at the wetting front (ft of water)

IMD : initial moisture deficit for the event (ftlft)
K" : saturated hydraulic conductivity of soil (ftlsec)

Equation 4.10 shows that the volume of rainfall needed to saturate the surface
is a function of the rainfall intensity. In the modeling process, for each time step for
which I ) K", the value of d is computed and compared with the volume of rainfall
infiltrated to that time. If F equals or exceeds {, the surface saturates and calculations
for infiltration then proceed using Eq.4.I4. Note that by substituting/for i in Eq.4.l4
and rearranging, the equation takes the same form as Eq. 4.11.

For rainfall intensities less than or equal to K", all the rainfall infiltrates and its
amount is used olly to update the initial moisture deficit, IMD.6 The cumulative
infiltration volume {" is not altered.

After saturation is achieved at the surface,Bq.4.l1 shows that the infiltration
capacity is a function of the infiltrated volume, and thus of the infiltration rates during
previous time steps. To avoid making numerical errors over long time steps, the
integrated form of the Green-Ampt equation (Eq.  .B) is used. This equation takes
the following form as it is used in SWMM:

& G r -  t r ) :  F z  -  C l n  ( F 2 +  C )  -  F r *  C l n ( F 1  +  C )  ( 4 . 1 5 )

where C : IMD X .t (ft of water)
/ : times (sec)

1,2 : subscripts indicating the starting and ending of the time steps.

Equation 4.15 must be solved iteratively for F2, the cumulative infiltration at the
end of the time step. A Newton-Raphson routine is used.6

In the SWMM model, infiltration during time step tz - tt is equal to (t, - tr)i
if the surface is not saturated and is equal to F, - F, if saturation has previously
occurred and there is a sufficient water supply at the surface. If saturation occurs- 
during an interval, the infiltrated volumes over each stage of the process within the
time steps are computed and summed. When the rainfall ends or becomes less than
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theinfi ltrationcapacity,anypondedwaterisallowedtoinfi ltrateandisaddedtothe
cumulative inflltration volume'

4.5 HUGGINS-MONKE MODEL

Several investigators have circumvented the time dependency problem by introducing

soil moisture as the depenO"niuutluUfe.2'10-13 the following equation proposed by

Huggins and Monke is an examPle:2

f  :  f , *  A(  I
where  AandP:

s -

F _
T o =

coefficients
itr" ,,orug" potential of a soil overlying the impeding layer (Q

minus antecedent moisture)
the total volume of water that infiltrates

the total porosity of soil lying over the impeding stratum

drainage rate : ,"(t - 
2)'

(4 .16)

(4.r7)

The coefficients are determined using data from sprinkling infiltrometer studies' The

variable F must be catculated for each time increment in the iteration process' At the

exceeds the inflltration capacity, the rate

zone," which determines the soil moistu

evaluated as follows:10 (1) where the moist

the field capacity (amount of water held in

drained), the drainage rate is considered z

to the infiltration rate when the soil is s

constan| and (3) if the water content is be

drainage rate is comPuted as

where P, : the unsaturated pore volume

G:maximumgravitationalwater,thatis,thetotalporosityminusthefield
caPacitY

Datafromsprinklinginfiltrometerstudiesofvariouswatershedsofinterestare
used to estimate the coefficients in Eq' 4'16''�





































































E : evaporation (in./hr)
K : von K6rm6n's constant (0.4)

€1, €2 : vapor pressures (in. Hg)
Vr, Vz : wind speeds (mph)

Z = the mean temperature ("F) of the layer between the lower level zt
and the upper level z2

It is assumed in Eq. 5.25 that the atmosphere is adiabatic and the wind speed and
moisture are distributed logarithmically in a vertical direction. In view of the sm4ll
differences between wind and vapor pressure to be expected at two levels so closely
spaced, and since these gradients are directly related to the sought-after evaporation,
highly exacting instrumentation is required to get reliable results.

Potential Evapotranspiration

Thornthwaite deflned potential evapotranspiration as "the water loss which will occur
if at no time there is a deficiency of water in the soil for the use of vegetation." In a
practical sense, however, most investigators have assumed that potential evapotran-
spiration is equal to lake evaporation as determined from National Weather Service
Class A pan records. This is not theoretically correct because the albedo (amount of
incoming radiation reflected back to the atmosphere) of vegetated areas and soils
ranges as high as 45 percent.28 As a result, potential evapotranspiration should be
somewhat less than free water surface evaporation. Errors in estimating free water
evapotranspiration from pan records are such, however, as to make an adjustment for
potential evapotranspiration of questionable value.

An equation for estimating potential evapotranspiration developed by the Agri-
cultural Research Service (ARS) illustrates efforts to include vegetal characteristics
and soil moisture in such a calculation. The evapotranspiration potential for any given

5.6 EVAPOTRANSPIRATION 1 0 1

of a mass transfer equation that has often been employed for this purpose. However,
Linsley and co-workers indicate that there is some question as to the adequate
verification of this model to estimate evapotranspiration losses.27 The equation is
expressed as

(s.2s)^ 833x2(e1 - er)(V, - V,)
E : @

day is determined as follows:2e

E T : G I x k x  u , " ( # l (s.26)

where ET
GI

K

: evapotranspiration potential (in./day)
: growth index of crop in percentage of maturity
: ratio of G1 to pan evaporation, usually 1.0-I.2 for short grasses'

1,.2-L6 for crops up to shoulder height, and 1'6-2.0 for forest
Eo: pan evaporation (in./day)
,S : total porosity

SA : available porosity (unfilled by water)
AWC : porosity drainable only by evapotranspiration

x : AWC/G (G : moisture freely drained by gravity)
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Figure 5.5 Average daily consumption of water: (a) for
year 1953 by corn, followed by winter wheat under
irrigation; (b) for year 1955, with irrigated first-year
freadow of alfalfa, red clover, and timothy. Both
measurements taken on lysimeter Y 102 C at the Soil and
Water Conservation Research Station. Coshocton. Ohio.
(After Holtan et al.2e)
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Figure 5.6 Growth index GI = ETfET^,, from
lysimeter records, irrigated corn, and hay for 1955, from
Coshocton, Ohio. (After Holtan et al.2e)
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TABLE 5.5 HYDROLOGIC CAPACITIES OF SOIL TEXTURE CLASSES

sa
(v")

G D

(Y")
AWC"

('/")
x

AWC/GTexture class

Coarse sand
Coarse sandy loam
Sand
Loamy sand
Loamy fine sand
Sandy loam
Fine sandy loam
Very fine sandy loam
Loam
Silt loam
Sandy clay loam
Clay loam
Silty clay loam
Sandy clay
Silty clay
Clay

aS = total porosity - 15 bar moisture 7o'
bG : total porosity - 0.3 bar moisture 7o.
"AWC: S -  G.

Source: Adaptedfrom C. B. England, "Land Capability: A Hydrologic Response Unit in

Asiicultural'Watersheds," U.SlDepartment of Agriculture, ARS 41-172' Sept' 1970'

Aiter H. N. Holtan et a1.2e

5.7 ESTIMATING EVAPOTRANSPIRATION

The GI curves have been develoPed
evapotranspiration for several crops (Fig. :
daily rate (Fig. 5.6). Equation 5.26 is used
USDAHL-74 model of watershed hydrolq
late daily evapotranspiration. Represental
Table 5.5.

24.4
24.5
32.3
37.0
32.6
30.9
36.6
32.7
30.0
J I , J

25.3
25.7
z 5 - J

19.4
z  l . +

1 8 . 8

t '7.7
15.8
19.0
26.9
27.2
18 .6
23.5
21 .0
14.4
11 .4
13.4
13.0
8.4

rl.6
o 1

7.3

6.7
8.7

13.3
10.1
5.4

t2.3
13 .1
11.7
15.6
19.9
tr.9
12.7
t4.9
7.8

12.3
1  1 .5

0.38
0.55
0.70
0.38
0.20
0.66
0.56
0.56
1.08
1.74
0.89
0.98
r.77
0.6'l
r .34
r .58

Transpiration is an important component in the hydrologic budget of vegetated areas,

but it is a difficult quantity to measure because of its dependence on phytological

variables. It is a function of the number and types of plants, soil moisture and soil

type, qeason, temperature, and average annual precipitation. As noted previously,

evaporation and tianspiration are commonly estimated in their combined evapotran-

spiration form.' 
If the precipitation and net runoff for an atea ate known, and estimates of

groundwateiflow and storage can be made, rough estimates- of ET can be had using

ihe basic hydrologic equatiJn, Eq. 1.1. A more sophisticated approach developed by
peaman foilows.t3 It iJ representative of the methods most often used'
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The Penman Method

Both the energy budget and mass transport methods for estimating evapotranspiration
(ET)have limitations due to the difficulties encountered in estimating parameters and
in making other required assumptions. To circumvent some of these problems, pen-
man developed a method to combine the mass transport and energy budget theories.
This widely used method is one of the more reliable approaches to estimating ETrates
using climatic data. 13'rs'23,30

The Penman equation is of the form of Eq. 5.18; it is theoretically based and
shows that EZ is directly related to the quantity of radiative energy gained by the
exposed surface. In its simplified form, the Penman equation isls

LH + 0.27E
t s t  : -

L + 0.21
(s.27)

where A : the slope of the saturated vapor pressure curve of air at absolute
temperature (mm Hg/'F)

: the daily heat budget at the surface (estimate of net radiation) (mm/day)
: daily evapoiation (mm)
: the evapotranspiration or consumptive use for a given period (mm/day)

The variables E and.Fl are calculated using the following equations:

E : 0.35(e" - e)(l'+ 0.0098ar) (s.28)
where eo : the saturation vapor pressure at mean ak temperature (mm Hg)

e6 : the saturation vapor pressure at mean dew point (actual vapor pressure
in the air) (mm Hg)

u2 : the mean wind speed at 2 m above the ground (mi/day)

The equation used to determine the daily heat budget at the surface, 11, is

11 : R(1 - r)(0.18 + 0.55.t) - 8(0.56 * 0.092e2s)(0.10 + 0.905) (5.29)

where R : the mean monthly extraterrestrial radiation (mm HrO evaporated per
dav)

: the estimated percentage of reflecting surface
= a temperature-dependent coefficient
: the estimated ratio of actual duration of brisht sunshine to maximum

possible duration of bright sunshine.

The empirical reflective coefficient r is a function of the time of year, the calmness of
the water surface, wind velocity, and water quality. Typical ranges for r are 0.05 to
0.12.31 values of e" and A can be obtained from Figs. 5.7 and 5.8, those for R and B
can be obtained from Tables 5.6 and 5.7. The use of Penman's equation requires a
knowledge of vapor pressures, sunshine duration, net radiation, wind speed, and mean
temperature. Unfortunately, regular measurements of these parameters are often un-
available at sites of concern and they must be estimated. Another complication is
making a reduction in the value of EZwhen the calculations are for vegetated surfaces.
While results of experiments to quantify reduction factors have not completely re-
solved the problem, there is evidence that the annual reduction factor is close to

H
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Figure 5.7 Relation between temperature and

saturated vapor Pressure.

Value of A (mm Hg/'F)

Figure 5.8 Temperature versus A relation for use

*i?rt ,n" Penman Lquation. (After Criddle'23)

EXAMPLE 5.4

unity.32-34 Thus, unless there is evidence to support another value' it appears that using

a value of 1 for the reduction coefficient may give satisfactory results for surfaces

having varied vegetal covers. Accordingly, aty estimate of free water evaporation

could be used ro estimaie EZ, providin[ it is modified by an appropriate reduction

coefficient.

using the Penman Method, Eqs.5.21 to 5.29, estimate ET, given the following data:

temperature at warer r"tru"" 
': 

20 degrees c, temperature of 1l 
: 30 degrees c'

relative humidity : +O p"r""nt, wind-velocity : i mph (48 mi/day)' the month is

June at latitude 30 degrees north, r is given ut 0'07' and S is found to be 0'75'

Solution

l .Giventhedatafortemperature,thevaluesofeoandeacanbedetermined.
UsingFig.5.TorAppendixTableA.2,thesaturatedVaporpressuresare
found to be l7.53unO-:t'Sl mm Hg respectively' ThI'"-: 

31'83' and for

a relative humidity of 40 percent, e ,t : 31'83 X 0'4 : 12'73'

Then, using Eq. 5.28'

E :  0.35(31 .83 -  12.73)(1 + 0.0098 x 48)

E : 9 . 8 3  m m / d a Y

2.ThevalueofAisfoundusingFig.5.8;forthegivenlat i tudeandmonth,R
isobtainedfiomTable5.6;andBisgottenfromTable5.'Tforatemperature
of 30"C. fne vatues found are A : 1'0' R : 16'5' and B : I7 '01'

Then, using Eq.5.29,

H: 16'5(I  -  0 '07)(0'18 + 0's5 x 0'75)
- 17.01(0.5 6 -  0.092 x 12j30 )(0.10 + 0'90 x 0'75)

H = 6.04 mm/daY



E

a

E V

E :

> 6

O \ O h O \ 6 \ t o € O \ \ O € € r )
O o r) F. O N + r) \O F- t-- l-- F-

O\ O F- * C.l * \O F- :+ f.-' r) O Ol
d \ + \ O O \ i o * r ) \ O \ O \ O \ O n

t- * co o o\ * o co cn oo oo n F-
t F - O \ d c l \ f h ! n v 1 < . c q o l O

n v ? q n n q q n v . t - n v . t o l
€ o N c a t f , r + s + c o N o o o \ o

: : * * * d d i * -

F. O\ € cn ci O e.l O \n \O h N O\
c.i ri + r; ri ri { cd -.j oi F ri c.i

\ -.: dl .l \ oq v? q g oq 9 q cl
r.) \O \O \O r.) !f c.l r O f\ \A tri d

* * - i * d

r  F - t r - \ r ) € € $ \ O \ O * * € 6
\o \o \o \o r) * c7) d o\ F- r) N o

9 n q q \ q q n \ \ - q * :  q
$ h n \ o r ) h c n N o € \ o $ *
* i i i i * i * d

H F- O\ oo a] N a- 6 t1 oo oo \O o
-j 6i di + ri ri + ri 6i ci *, <j +

e - : q \ q o q . l - 9 q q v l n
\ O O \ : c . l o $ n h * o a l ( ) €

H * * * * r *

n q q n r t  q q \ g o q q - \
O r} oO O al cn r) r) \O r) r) <+ C.l

c n \ o o r ) 6 6 r ) o o o o o 6 * \ o
.j d; \o od o 6i + r; \ci i-- r- r- \c;

i : :

az

\ O r ) * 6 a l -  - 6 l o + r ) \ O€s

ft

o
LL

6

trJ
o
IL
tr
f
U)
J

Fz
o
N
tf

o
I

z

z
I
=
o
E.
(r
5
o
q)

lJ-
o

6z
uJ
F
z

J
T
F
z
o

4 Z
t I O> t r
d s
u O
o l u
6 Z
u i <
f >
1 z
S IIJ
2 O -

ft+
t = P

) z
m u J
4 ,Ct)
F ]

q
lo
UJ

6



SUMMARY 107

TABLE 5.7 VALUES OF TEMPERATURE-DEPENDENT
COEFFICIENT B FOR USE IN THE PENMAN
EQUATION

T"
fF)

Tu
(K)

B
(mm HrO/day)

r0.73
11 .51
12.40
13.20
14.26
15.30
16.34
r7.46
18.60
19.85
21.15
22.50

B
(mm HrO/day)

11.48
I  1.96
12.45
12.94
13.45
13.96
14.52
15.10
15.65
16.25
16.85
t'7.46
18 .10
18.80

270
275
280
285
290
295
300
305
3 1 0
3 1 5
320
325

J f

40
A <

50
55
60
65
70
75
80
85
90
95

100

Source: Afler Criddle.23 Note that B = oT1 where o is the Boltzmann
cons tan t . 2 .0 l  x  l 0 -e  mm/day .

3. Using Eq. 5.27,

Er :  0.0 x 6.04 + 0.27 x 9.83)/(1 + 0.27)

ET : 6.85 mm/day

Thus the estimated evapotranspiration is 6.85 mm/day. ll

Si mu lating Evapotranspiration

The volume of water evaporated or transpired from a watershed over time can be
substantial. Accordingly, continuous hydrologic modeling processes should incorpo-
rate an EZcomponent. The models given in this chapter typify such an approach (see
also the flow chart of Fig. 1.3). References abound on this subjes1.28'2e'rs':o':z

Summary

Figure 1.1 and Table 5.1 show the overall importance of ET in the hydrologic budget.
In many regions of the United States, annual ET exceeds annual precipitation by a
significant amount. As a result, plans for water resources development and use must
incorporate estimates of ET losses. Where irrigated agriculture is practiced, these
estimates are especially important.

A number of approaches to estimating EThave been developed. They generally
fall into the following classes: theoretical, based on the physics ofthe process; analyt-
ical, based on energy or water budgets; and empirical, based on observations. Equa-
tions used in making ET calculations are usually of the type illustrated by Eqs. 5.1,
5.8, 5.10, 5.19, 5.22, and 5.26.
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PROBLEMS

5.1. An 8000-mi2 watershed received 20 in. of precipitation in a 1 -year period. The annual
streamflow was recorded as 5000 cfs. Roughly estimate the combined amounts of
water evaporated and transpired. Qualify your answer.

5.2. Find the daily evaporation from a lake during which the following data were obtained:
air temperature 90oF, water temperature 60oF, wind speed 20 mph, and relative
humidity 30 percent.

5.3. Find the monthly consumptive use of an alfalfa crop when the mean temperature is
70"F, the average percentage of daytime hours for the year is 10, and the monthly
consumptive use coefficient is 0.87.

5.4. During a given month a lake having a surface area of 350 acres has an inflow of 20
cfs, an outflow of 18 cfs, and a total seepage loss of 1 in. The total monthly precipita-
tion is 1.5 in. and the evaporation loss is 4.0 in. Estimate the change in storage.

5.5. What are two filethods that might be used to reduce evaporation from a small pond?

5.6. Compute the daily evaporation from a Class A pan if the amounts of water required
to bring the level to the fixed point are as follows:

Day
Rainfall (in.)
Water added (in.)
Evaporation

4 5
0 0.01
0.28 0.10

1 2
0 0.65
0.29 0.55

3
0 .12
0.07

5.7. For Problem 5.6, the pan coefficient is 0.70. What is the lake evaporation (in inches)
for the 5-day period for a lake with a 250-aqe surface area?

5.8. The pan coefficient for a Class A evaporation pan located near a lake is 0.7. A total
of 0.50 in. of rain fell during a given day. Determine the depth of evaporation from
the lake during the same day if 0.3 in. of water had to be added to the pan at the end
of the day in order to restore the water level to its original value at the beginning of the
day.

5.9. A 2500 mi2 drainage basin receives 25 in.lyr rainfall. The discharge of the river at the
basin outlet is measured at an average of 650 cfs. Assuming that the change in storage
for the system is essentially zero, estimate the EZlosses for the area in inches and cm
for the year. State your assumptions.

5.10. Determine the daily evaporation from a lake for a day during which the following
mean values were obtained: air temperature 78'F; water temperature 62oF; wind
speed, 8 mph; and relative humidity, 45 percent.

5.11. Using the Meyer and Dunne equations, find the daily evaporation rate for a lake given
that the mean value for air temperature was 80T, for water temperature 60'F, the
ziverage wind speed was 10 mph, and the relative humidity was 25 percent. Refer to
Appendix Table A.2 for vapor pressrire values.

5.12. Determine the seasonal consumptive use of truck crops grown in Pennsylvania if the
mean monthly temperatures for May, June, July, and August are 62,71,16, and 75'F
respectivelyandthepercentdaylighthoursforthegivenmonths arc10.02,10.1,10.3,
and 9.6 as percent of the year respectively.
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5.13. Using the Penman Method, Eqs.5.27 to 5.29, estimate ET, given the following data:
temperature at water surface : 20 degrees C, temperature of air : 32 degrees C,
relative humidity : 45 percent, wind velocity : 3 mph, the month is June at latitude
30 degrees north, r is given as 0.08, and S is found to be 0.73.
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Chapter 6

Streamflow

r Prologue

The purpose of this chapter is to:

. Introduce the concept of streamflow.

. Describe the characteristics of a hydrograph.
' Present approaches to measuring streamflow.

The amount of water flowing in surface water courses at any instant of time is small

in terms of the earth's total water budget, but it is of considerable importance to those

concerned with water resources development, supply, and management. A knowledge

of the quantity and quality of streamflows is a requisite for: municipal, industrial,

agriculiural, and other water supply endeavors; flood control; reservoir design and

operation; hydroelectric power generation; water-based recreation; navigation; fish

und .ildlit" management; drainage; the management of natural systems such as

wetlands; and water and wastewater treatment.
Streamflow is generated by precipitation during storm events and by groundwa-

ter entering surface channels. During dry periods, streamflows are sustained by

groundwater discharges. Where groundwater reservoirs are below stream channels-

often the case in arid regions-streams cease to flow during protracted precipitation-

free periods. Relations between precipitation and streamflow are complex, being

influJnced by the factors discussed in the foregoing chapters. As a result, many

approaches to relating these important hydrologic variables have been developed.l-3

Several of them are discussed in detail in Part Three of the text'
Field measurements of streamflow are based on the use of flow-measuring

devices such as weirs and flumes and on the measurement of channel cross-sections

along with streamflow velocities (see Chapter 8).

DRAINAGE BASIN EFFECTS

The quality and quantity of streamflow generated in a drainage basin are affected by

the bisin's physical, vegetative, and climatic features.a-e Accordingly, it is important

that the hydrologist have a good understanding ofthe soils, rocks, plants, topography,
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land-use patterns, and other basin characteristics that influence the sequence of events
separating precipitation and runoff. It should be pointed out, however, that while
natural basin features are very important elements in the runoff process, land-use
ieatures created by humans (e.g., housing developments, parking lots, agricultural
patterns) may, in some cases, be the dominant ones. Land management practices can
be beneficial, such as in retarding erosion, and they can also be detrimental when they
function to accelerate natural hydrologic processes. In Chapter 10, the principal basin
characteristics of concern to the hydrologist are discussed.

6.2 THE HYDROGRAPH

Streamflow, at a given location on a water course, is represented by a hydrograph. This
continuous graph displays the properties of streamflow with respect to time, normally
obtained by nteans of a continuous recorder that shows stage (depth) versus time
(stage hydrograph), and is then transformed into a discharge hydrograph by applica-
tion of a rating curve. In general, the term hydrograph as used herein means a
discharge hydrograph.

As was shown in Fig. 1.3, the hydrograph produced in a stream is the result of
various hydrologic processes that occur-during and after any precipitation event. A
more complete discussion of these processes is given in Chapter 1 1 . A hydrograph has
four component elements: (1) direct surface runoff, (2) interflow, (3) groundwater or
base flow, and (4) channel precipitation. The rising portion of a hydrograph is known
as the concentration curve; the region in the vicinity of the peak is calledthe crest

, segrnent; andthe falling portion is the recession.lo The shape of a hydrograph depends
on precipitation pattem characteristics and basin properties. Figure 6.1 illustrates the
definitions presented.

Continuous
hydrograph

Time

Figure 6.1 Hydrograph definition.

'{1
oa-.

. I'a

\%

Storm period hydrograph

End of
direct runoff
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. Y



6.4 MEASURING AND RECORDING STREAMFLOW

6.3 UNITS OF MEASUREMENT FOR STREAMFLOW

Two types of units are used in measuring water flowing in streams. They are units of
discharge and units of volume. Discharge, or rate of flow, is the volume of water that
passes a particular reference point in a unit of time. The basic units used in connection
with stream gauging in the United States are the foot and meter for measurements of
dimension and the second for measurements of time. Commonly used units of dis-
charge measurement are cubic feet per second (cfs) and cubic meters per second
(m3/sec). Other units of discharge in use are second-foot per square mile (sec-ft/mi2),
for expressing the average rate of discharge from a drainage basin or defined area, and
million gallons per day (mgd), commonly used in water supply calculations. Units of
volume used are the cubic foot, cubic meter, liter, gallon, and acre-foot (a volume
equivalent to 1 ft of water over an acre, 43,560 ft2, of land). The latter unit is
commonly used in irrigation practice in the western United States. Irrespective of
whether English or metric units are used for dimensions, the standard unit of time for
streamflow observations is the second.

6.4 MEASURING AND RECORDING STREAMFLOW

Streamflow rates may be determined using gauging devices such as flumes, weirs, and
control sections, or they may be calculated from measurements of head (depth),
velocity, and cross-sectional area.t-t Usually, specific devices such as flumes are

3000

Discharge (sec-ft)

Figure 6.2 Station rating curve for Raquette River at Piercefield, New York. (U.S.
Geological Survey.)

1 1 3

bI)' 6 6

o
bo

a )
r i



1 1 4 CHAPTER 6 STREAMFLOW

limited to small streams because of problems of scale. For large stream systems,

discharge is normally estimated by measuring velocity and using the cross-sectional

area to translate this measurement into discharge. Where flow-measuring devices are

used, it is customary to observe the head and use a rating curve to translate this into

discharge. When direct flow measurements cannot be made, discharge calculations

are often facilitated by use of velocity-area relations, chemical tracers, electrical

methods, and empirical equations such as the Manning formula'

In the United States, the primary responsibility for gauging major streams lies

with the U.S. Geological Survey, with a systematic record of streamflow in terms of

mean daily discharge being the norm. Usually, a stage recording is obtained at a

gauging siie and this record is converted into discharge by one or more of several

-"tttoAr. Rating curves, tables, and formulas are used for this purpose (see Chap-

ter 11). Figure 6.2 rho*r a typical stage-discharge rating curve' The instruments and

methods used to convert stage recordings to discharge must be carefully adapted to the

natural or artiflcial conditions encountered at the gauging site so as to ensure the

reliability of conversions.'

MEASUREMENTS OF DEPTH AND CROSS.SECTIONAL AREA

Unless a direct flow-measuring device can be installed in a stream, aratity for streams

of any scale, measurements of depth of flow and cross-sectional area will be needed

to permit discharge to be calculated. Depth measurements may be taken using

weighted soundin! [nes, calibrated rods, and ultrasonic sounding devices. Cross-

sectional areas at stream sections can be determined using ordinary surveying tech-

niques combined with soundings or other depth measurements that ate taken below

the water level at the time of the survey. Although the measurement of depth and

cross-section al areaseems simple, accurate determinations require careful calibration

of instruments and the ability to deal with submerged conditions.

6.6 MEASUREMENT OF VELOCITY

Velocity measurements, combined with those of cross-sectional area, permit calcula-

tion of discharge at a given stream or river location. Point flow velocities can be

determined using velocity-measuring devices such as the Pitot tube, dynamometer'

and current -"i"r. In the United States, the Price current meter has long been a

standard in streamflow gauging. This device operates by exposing cupped vanes to the

direction of flow, *o"h lik" the anemometer used in measuring wind velocity. The

cup-vane assembly rotates in near proportion to flow velocity and the rate of rotation

is converted to point velocity using a rating table or appropriate equation'

, Various chemical and electrical methods are also employed in determining

velocities. Commonly used chemical methods include salt velocity, salt dilution' and

the detection of radioactive tracers. Of these methods, the salt velocity method is

perhaps the most widely used. It is based on the principle that salt introduced into the

stream will increase its electrical conductivity. Electrodes placed downstream of the

6.5
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Figure 6.3 Vertical velocity profile

salt injection sense conductivity changes and these can be translated into velocity by
knowing the spacing of electrodes and keeping track of time. Electrical methods
include the use of hot wire anemometers, electromagnetic voltage generation, oxygen
polarography, and supersonic waves.a Streamflow conditions vary widely and thus no
specific approach to velocity determination is universally suitable. The best method
for use at a given site must be determined on the basis of the characteristics of
streamflow at that site.

Field observations have shown that the mean velocity in a verticai stream
section is closely approximated by the average of the velocities occurring at depths of
20percent and 80 percent of the total section depth respectively (see Fig.6.3).11'12
Where depths are very shallow, on the order of 0.5 feet, single meter readings at about
the 50 percent point have been shown to yield good results.t' Velocity measurements
and geometric definitions of stream channel cross-sections permit estimating channel
flows at locations where velocity and depth measurements have been made.

RELATING POINT VELOCITY TO CROSS-SECTIONAL FLOW VELOCITY

While point velocity measurements are important, what is desired is a method to

translate them into the average cross-sectional flow velocity. This average velocity,
when multiplied by the cross-sectional area, yields the discharge at a given stream
section. One procedure is to take point velocity measurements at numerous vertical
and horizontal positions in a crosi section, plot them, and then determine velocity

contours. By calculating the areas between the contours and assigning the average of

the flow velocities of the two confining contours to these areas, a determination of
mean velocity can be made. Once this is accomplished, discharge is easily calculated.

Other approaches make use of the geometric properties of stream channel
cross-sections. One such technique is the mean-section method. To use this approach,
it is necessary to divide the stream channel cross-section at a gauging location into a
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Water surface

Figure 6.4 Channel cross-section for Example 6.1

series of geometric shapes (see Fig. 6.4). AL each vertical location along the cross-

section, the mean velocity is estimated from measurements. The average velocity of

flow for the area between two verticals is considered to be equal to the average of the

mean velocities for each of the bordering verticals. The discharge between two verti-

cals is thus the average velocity for the section multiplied by the area of the section.

The individual discharges are then summed to provide an estimated total flow for the

channel at that location. Note that it is important to have enough measurements to

characterize the cross-section. The procedure is illustrated in Example 6.1.

EXAMPLE 6.1

Calculate the discharge at the section given in Fig. 6.4. Data from field observations

are shown in Tables 6.1 and 6.2.

TABLE 6.1 DATA FOR EXAMPLE 6.1

Vertical section #
Depth

(ft.)
Avg. vel.

(rps)

0 0 0

I 4 2 .1

2 5 2.3

3
'7.2 2.7

4 7.4 2.8

5 2.5

6 4.'1 2.2

7 0 0

TABLE 6.2 DATA FOR EXAMPLE 6.1
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TABLE 6.3 CALCULATIONS FOR
EXAMPLE 6.1

Area
Area

(sq.ft.)
Vel.
(fps)

Flow
(cfs)

A 1 8.40 1.05 8.82

A2 14.85 2.20 32.67

A3 29.28 2.50 73.20

A4 3't.96 2,75 104.39

A5 26.83 2.65 7t.09

A6 30.09 2.35 70.71

A7 13.87 1 .10 15.25

t61,.27 376. t3

Total estimated discharge is 376.13 cfs

Solution. The first step is to calculate the individual section areas (A1, A2,
etc.). The calculated areas (using triangular or trapezoidal formulas) are shown
on spreadsheet Table 6.3. Next, the estimated mean velocities at the verticals are
multiplied by the section areas to obtain the individual area discharges (see
Table 6.3). These discharges are summed to yield an estimated 376.13 cfs of
flow being delivered by the full channel width. r I

6.8 THE SLOPE.AREA METHOD FOR DETERMINING DISCHARGE

In some cases it is difflcult to make velocity or other measurements needed to deter:
mine discharge. This is often the case during large flood events. Under such circum-
stances, it is sometimes possible to estimate the flow by taking measurements of high
water lines (after the flood event), cross-sectional areas, and channel slopes and then
using these data in an equation such as Manning's to estimate the flow. The applicable
Manning equation is

Q : \I.49ln)APzrzgrrz
where Q : discharge (cfs)

n : Manning's roughness coefficient
A : cross-sectional area (ft2)
R : the hydraulic radius
S : the head loss per unit length of channel

(6 .1)

For streamflows, Manning's n values may range between about 0.03 and 0.15. When
reasonable determinations can be made of n, A, R, and S, Eq. 6.1 can be used
to estimate the streamflow that occurred during the high-water period. For a
more complete discussion of this and other streamflow determination methods, the
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references at the end ofthe chapter should be consulted. References 4 and 10 give an
excellent overview of techniques and include a valuable list of references on
streamflow.

r Summary

Streamflow is the result of storm-period precipitation, snowmelt, and groundwater
discharge.l3 It is a primary source of water for a host of instream and offstream uses.
The graphical representation of streamflow is the hydrograph, a plot of flow versus
time at a prescribed location along the water course of interest. As illustrated by Fig.
1.3, the end product of many hydrologic modeling processes is a hydrograph which is
derived from a precipitation input, modified appropriately by various abstractions
such as infiltration. Methods for measuring streamflow in the field were presented in
this chapter. In later sections ofthe book, a variety oftechniques for deriving hydro-
graphs from precipitation and other hydrologic data are covered (see Part Three).

PROBLEMS

Consider that you have obtained a gauge height reading of4 ft at a gauging site on the
Raquette River (Fig. 6.2). What would you estimate the discharge to be in cfs and in
m3/sec? If the gauge height had been 9 ft, what would the discharge be? Which of the
two estimates do you think would be the most reliable? Why?

Solve Problem 6.1 if the gauge height readings were 5 ft and 7 ft.

Consult a USGS Water Supply paper and plot the streamflow data for a drainage basin
ofinterest. Discuss the factors that you believe influenced the shape ofthe hydrograph.

6.4. For the major surface water course in your locality, discuss the value of making
streamflow forecasts.

6.5. Calculate the discharge at the section given in Fig. 6.4 if the depth measurements at
the verticals were: 0, 3.8, 5.4, 7.1 ,8.1,7.0,4.5, and 0 ft respectively. Give results in
cfs and m3/s.

Calculate the discharge at the section given in Fig. 6.4 if the velocities were: 0, 2.3,
2.6,3.1,2.9,2.7 ,2.5, and 0 fps respective$, and the depths of Problem 6.5 applied.
Give results in cfs and m3/s.
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Chapter 7

Hydrologic Data Sources

r Prologue

The purpose of this chaPter is to:

. Describe the principal sources of data for hydrologic investigations.

Data on hydrologic variables are fundamental to analyses, forecasting, and modeling.

Such data *uy 1" found in numerous publications of state and federal agencies,

research institutes, universities, and other oganizations. Several ofthe most significant

sources of hydrologic data are described briefly in this chapter'1-3

G EN ERAL CLIMATOLOGICAL DATA

The most readily available sources of data on temperature, solar radiation, wind, and

humidity are ilimatological Data bulletins published by the Environrnental Data

Service of the Nationai Oceanic and Atmospheric Administration (NOAA), and

Monthly Summary of Solar Radiation Data publtshed by the National Climatic Data

Center. The Environmental Data Service, in cooperation with the World Meteorolog-

ical Organization (WMO), also publishes Monthly Climatic Data for the World- A

1968 publication of the Environmental Sciences Service Administration, entitled

Climalic Atlas of the United States, summarizes wind, temperature, humidity, evapo-

ration, precipitation, and solar radiation on a series of maps. In addition- to these

federal sources of data, state environmental, geologic, water resources, and agricul-

tural agencies should be consulted. Most state universities also publish a variety of

hydrologic data through their research centers and extension programs.

PRECIPITATION DATA

There are probably more records of precipitation than of most otherhydrologic

variables. The priniipal federal source of data on precipitation is NOAA. Climatolog-

ical Data, published monthly and annually for each state or combination of states, the
pacific area, Puerto Rico, and the Virgin Islands by the Environmental Data Service,

7.1

7.2
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presents a table of monthly averages, departures from normal, and extremes of
precipitation and temperature as well as tables of daily precipitation, temperature,
snowfall, snow on ground, evaporation, wind, and soil temperatarc. Hourly Precipita-
tion Data is issued monthly and annually for each state or combination of states and
presents alphabetically by station the hourly and daily precipitation amounts for

stations equipped with recordin€ gauges. A station location map is also included. This
publication is available from the EnvironmentalData Service. Another publication,

World Weather Records, is issued by geographic regions for 10-year periods. Data are
listed by country or area name, station name, latitude and longitude, and elevation.
Monthly and annual mean values of station pressure, sea-level pressure, and temper-
aiure, and monthly and annual total precipitation are given in sequential order. Aside

from NOAA, other federal and state agencies and universities publish precipitation

data at varying intervals, often in a storm o1 site-specific context. In addition, many
municipalities and water and wastewater utilities also collect and maintain precipita-

tion and other related data. Computeized precipitation data are available from the

National Climatic Data Center in Asheville, North Carolina.

7.3 STREAMFLOW DATA

The principal sources of streamflow data for the United States are the U.S. Geological
Survey (USGS), U.S. Soil Conservation Service (SCS), U.S. Forest Service, and U.S.

Agricultural Research Service (ARS). In addition, the U.S. Army Corps of Engineers
(COE), the Tennessee Valley Authority (TVA), and the U.S. Bureau of Reclamation
(USBR) make some streamflow measurements and tabulate streamflow data relative

to their missions. State agencies, universities, and various research organizations also

compile and publish a variety of streamflow data.
The USGS Water Supply Papers (WSf; are the benchmark for referencing

streamflow data. Furthermore, computerized data are also available from the USGS.
Publications of the Geological Survey, published every 5 years and supplemented

. annually, are an excellent source of information on that agency's reports. The SCS

historically published data on streamflow from small watersheds and plots in its

Hydrologic Bulletin series, but much of the data have been republished by ARS.

Records from SCS "pilot watersheds" are published in cooperation with the USGS.

U.S. Forest Service streamflow data are published at irregular intervals in various

technical bulletins and professional papers.

7.4 EVAPORATION AND.TRANSPIRATION DATA

Monthly and annual issues of Climatological Data, published by NOAA, include pan

evaporation and related data. The ARS, agricultural colleges, and water utilities are

other sources of information. In particular, data on evapotranspiration are often

obtained by university researchers working through their Agricultural Experiment
Stations.
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r summary
Climatic and other data are keystones in hydrologic modeling processes. Numerous
sources of data exist and may be accessed to support model development and
verification, statistical analyses, and special studies.

PROBLEM

7.1 Develop a list ofdata sources in your state orlocality by visiting the library or through
other channels.

REFERENCES

1 . Soil Conservation Service, U,S. Department of Agriculture, SCS National Engineering
Handbook, "Hydrology", Sec. 4. Washington, D.C.: U.S. Government Printing Offlce,
Au,g.1972.
J. F. Miller, "Annotated Bibliography of NOAA Publications of Hydrometeorological
Interest," NOAA Tech. Mem. NWS HYDRO-22, National Oceanic and Atmospheric
Administration, Washington, D.C., May 1975. ,
D. R. Maidment (ed.), Handbook of fudrology. New York: McGraw-Hill, 1993.



Chapter B

lnstrumentation

Prologue

The purpose of this chapter is to:

' Describe instruments used in measuring hydrologic variables.
. Indicate ways in which data are recorded and transmitted.
. Present limitations on measurements.

The data needed to support hydrologic analyses must be obtained in sufficient quan-
tity, with adequate frequency, and in an appropriate form if they are to be of value.
A variety of instruments are used to obtain and transmit the data. They are the subject
of this chapter.

8.1 INTRODUCTION

Hydrologic instrumentation supports areal investigations, problem analyses, research,
planning, and environmental policymaking and analysis. A host of measurements are
needed to support efforts in water resources planning, management, design, and
construction related to such subjects as aquifer systems analysis, solid waste manage-
ment, flood hazard assessment, water supply availability, water quality management,
groundwater recharge, protection of fish and wildlife, and navigation.

Historically, instruments were often used to obtain cumulative rather than con-
tinuous information about hydrologic variables such as rainfall and evaporation. Fqr-
thermore, there was often no attempt to correlate water quality constituent loadings,
for example, with rates of water flow. Consequently, many historic data have limited
utility, not so much because of lack of adequate instrumentation, but rather from using
available instruments to measure the wrong thing or in too limiting a fashion. Today

' it is widely recognized that it is important not only to select appropriate instruments
but to select them in the context of data networks that meet the needs of modern times.
More will be said about this in Chapter 9, In Section 8.2, instruments for measuring
hydrologic variables and ways in which they can be used jointly to create a complete

. representation of a functioning hydrologic system are discussed.



8.2 HYDROLOGIC INSTRUMENTS 127

8.2 HYDROLOGIC INSTRUMENTS

Good sources of information about hydrologic instruments are the National Weather
Service, U.S. Geological Survey, U.S. Bureau of Reclamation, U.S. Army Corps of
Engineers, Soil Conservation Service, and instrument manufacturers, These agencies
and industries have long been in the business of measuring hydrologic variables and
they canprovidedetaileddescriptions of state-of-the-artmeasuringdevices. Someofthe
major types of measuring instruments are described here, but the coverage is far from
exhaustive and the interested reader should consult the appropriate references.l-3

Precipitation

Gauges for measuring rainfall and snowfall may be recording or nonrecording. The
most common nonrecording gauge is the U.S. Weather Service standard 8-in. gauge.
The gauge may be read at any desirable interval but often this is daily. The gauge is
calibrated so that a measuring stick, when inserted, shows the equivalent rainfall
depth. Such gauges are useful when only periodic volumes are required, but they
cannot be used to indicate the time distribution of rainfall'

Recording gauges continuously sense the ratb of rainfall and its time of occur-
rence. These gauges are usually either ofthe weighing-recording type or the tipping
bucket type. Weighing-type gauges usually run for a period of 1 week, at which time
their charts must be changed. The figure associated with Problem 2.5 is typical of the
recorded output. A mass curve of rainfall depth versus time is the product, and this
curve can be translated into an intensity-time graph by calculating the ratios of
accumulated rainfall to time for whatever time step is desired. Tipping bucket gauges,

on the other hand, sense each consecutive rainfall accumulation when it reaches a
prescribed amount, usually 0.01 in. or 1 mm of rain, A small calibrated bucket is
located below the rainfall entry port of the gauge. When it fills to the 0.01-in.
increment it tips over, bringing a second bucket into position. These two small buckets
are placed on a swivel and the buckets tip back and forth as they fiIl. Each time a
bucket spills it produces an indication on a strip chart or other recording form. In this
way a record of rainfall depth versus time (intensity) is the outcome. For rain gauges

to record snow accumulations, some modifications must be made. Usually these
" 

involve providing a melting agent so that the snow can be converted into measurable
water.

Figure 8.la is the diagram of a self-reporting rain gauging station. The tipping
bucket mechanism generates a digital input signal whenever 1 mm of rainfall drains

through the funnel assembly. The signal from the gauge is automatically transmitted
to a receiving station where it records the station ID number and an accumulated
amount of rainfall. The receiving station records the time at which the message was
received and rainfall rates for desired periods can be calculated accordingly' Fig-
ure 8.1b shows a similar gauge equipped to measure snow. In this case, a glycometh

solution is used to melt the snow. The melt water overflows through a temperature-
compensating mechanism and is measured by the tipping bucket, which operates the

station's transmitter. Gauges of the type shown in Fig. 8.1 can easily be incorporated
into real-time monitoring systems that can be used in a variety of forecasting and
operating modes.
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Figure 8.1 Self-reporting (a) rain and (b) snow stations. (Courtesy of Sierra-

, Misco, Inc., Environmental Products, Berkeley, CA.)

Evaporation and Transpiration

Evaporation pans have been widely used for estimating the amount of evaporation
from free water surfaces. Devices such as that depicted in Fig. 8.2 are easy to use, but
relating measurements taken from them to actual field conditions is difficult and the

.. -data_lhey-produce are often of questionable value for making areal estimates. A
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tr'igure 8.2 U.S. Weather Bureau Class
A pan.

variety of pan types have been developed but the U.S. Weather Bureau Class A pan

is the standard in the United States.4 Pan evaporation observations have been used to

estimate both free water (lake) evaporation and evapotranspiration from well-watered
vegetation. Field experiments have shown a high degree of correlation of pan data

with evapotranspiration from surrounding vegetation when there is full cover and
good water supply.a As in the case of precipitation gauges, pan data can be recorded
and transmitted continuously to a central receiving station.

Evapotranspiration measurements are often made using lysimeters. These de-

vices are containers placed in the field and filled with soil, on which some type of

vegetative growth is maintained. The object is to study soil-water-plant relations in

a natural surrounding. The main feature of a weighing lysimeter is a block of undis-

turbed soil, usually weighing about 50 tons, encased in a steel shell that is 10 ft by

10 ft by 8 ft. The lysimeter is buried so that only a plastic border marks the top of the

contained soil. The entire block of soil and the steel casing are placed on an under-
ground scale sensitive enough to record even the movement of a rabbit over its

surface. The soil is weighed at intervals, often every 30 min around the clock, to

measure changes in soil water level. The scales are set to counterbalance most of the

dead weight of the soil and measure only the active change in weight of water in the

soi1.5 The scales can weigh accurately about 400 g (slightly under 1 1b), which is

equivalent to 0.002 in. of water. The weight loss from the soil in the lysimeter

represents water used by the vegetative cover plus any soil evaporation. Added water

is also weighed and thus an accounting of water content can be kept. Crops or cover

are planted on the area surrounding the lysimeter to provide uniformity of conditions
surrounding the instrument. Continuous records at the set weighing intervals provide

almost continuous monitoring of conditions. The data obtained can be transmitted to

any desirable location for analysis and/or other use. Weighing lysimeters can produce

accurate values of evapotranspiration over short periods of time. But they are expen-

sive. Nonweighing types of lysirneters, which are less costly, have also been used, but

unless the soil moisture content can be measured reliably by some independent

method, the data obtained from them cannot be relied on except for long-term mea-

surements such as between precipitation events.s

Wind, Temperature, and HumiditY

Measurements of wind, temperature, and humidity are needed to support many types

of hydrologic analyses. Wind is commonly measured using an anemometer, a device

that has a wind-propelled element such as a cup (Fig. 8.2) or propeller whose speed

is calibrated to reflect wind velocity. Wind direction is obtained using a vane, which

orients itself with the direction of the wind.
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Temperature measurements are made using standard thermometers of various
types, while hurnidity is measured using a psychrometer. A psychrometer consists of
two thermometers, one called a wet bulb, the other a dry bulb. Upon ventilation the
thermometers measure differently, and this difference is called the wet-bulb depres-
sion. By using appropriate tables, dew point, vapor pressure, and relative humidity can

, be determined.6
Figure 8.3 depicts a complete weather station incorporating measurements of

precipitation, wind, temperature, barometric pressure, and humidity. Such a station
- can automatically report weather data from remote sites on either an event and/or

Funnel assembly

Solar panel

Tipping bucket

Lifting rope

Antenna cable

Main housing

Signal cable

Ground level

Transmitter

Figure 8.3 Self-reporting weather station. (Courtesy of
Sierra-Misco, Inc., Environmental Products, Berkeley,
CA.)
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timed basis to a central site. A station such as this can be used for marine weather
forecasting, quantitative determinations of oncoming storms, determination of wind

effect on tidal areas, and establishing a data base for irrigation.

Open Channel Flow

Measurements of open channel (natural and created) flow are made using standard

measuring devices such as flumes and weirs, and they are also made by calibrating

special control sections along rivers and streams such that measurements of depth
(Jtage) of flow can be related to discharge. Flow-measuring devices are designed so

that sensing some parameter such as depth automatically translates the observation
into units of flow (discharge). When a control section is used, observations of cross-

sectional area for various depths must be obtained, and average flow velocities must

be ascertained for various stages so that a section rating curve can be established. In

the United States, the U.S. Geological Survey, the U.S. Bureau of Reclamation, the

Soil Conservation Service, and the U.S. Army Corps of Engineers have done extensive

flow measuring and have been active in developing instruments and procedures for

ascertaining rates of flow.2'6

Weirs Weirs are common water-measuring devices. When they are properly in-

stalled and maintained they can be a very simple and accurate means for gauging

discharge. The most often used weir types are the rectangular weir and the V-notch

weir (Flg. 8.4). To be effective, weirs usually require a fall of about 0.5 ft or more in

the channel in which they are placed. Basically, a weir is an overflow structure placed

across an open channel. For a weir of specific size and shape with free-flow steady-

state conditions and a proper weir-to-pool relation, only one depth of water can exist

in the upstream pool for a particular discharge. Flow rate is determined by measuring

the vertical distance from the crest of the overflow part of the weir to the water surface

in the upstream pool. The weir's calibration curve then translates this recorded depth

into rate of flow at the device.

Parshall Flumes A Parshall flume is a specially shaped open channel flow section

that can be installed in a channel section. Figure 8.5 depicts one of these devices. The

flume has several major advantages: (1) it can operate with a relatively small head

loss; (2) it is fairly insensitive to the approach velocity; (3) it can be used even undet

submerged conditions; and (4) its flow velocity is usually sufficient to preclude sedi-

ment deposits in the structure.2 The Parshall flume was developed by the late Ralph

L. Parshill and it is a particular form of venturi flume. The constricted throat of the

flume produces a differential head that can be related to discharge. Thus, as in the case

.ofthe weir, an observation ofdepth (head) is all that is required to determine the rate

of flow at the control point. Weirs and flumes are generally best suited to gauging

small streams and open channels, although large broad-crested weirs can be installed

at dam sites as part of overflow structures. For major rivers, other measuring ap-

proaches such as developing field ratings at a specified control section must be re-

lied on.
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Figure 8.4 Field installation of weirs: (a) rectangular and (b) V-
notch. USDA Cooperative Extension Service, Mountain States Area.

Golttrol Sections where the installation of a weir, flume, or some other flow-
measuring device is impractical, it is sometimes possible to develop a rating curve at
some location along a stream by taking measurements of depth, cross-sectional area,
and velocity and calculating the rate of flow for a particular stage at the location. By
doing this for a range of depths of flow, a station rating curve can be developed.
Instruments required to develop such a curve are depth-sensing devices, surveying
instruments, and velocity meters. The velocity meter is similar to an anemometer. It
is placed at various positions in the channel and a velocity is recorded. By doing this
at a number oflocations, a velocity profile for a given depth can be developed. From
this an average flow velocity can bJcomputed, ind uy uiing that determination and



8.2 HYDROLOGIC INSTRUMENTS 133

Diverging
sectlon

Throat section

a

J

Altemate 45"
wing wall

PLAN

SECTIONZ-f,

Figure 8.5 Parshall flume. (U.S. Soil Conservation Service.)

the cross-sectional area, discharge can be calculated as the product of mean velocity
and cross-sectional area.If observations can be made for a range of depths, a rating
curve can be developed for the control section so that only measurements of depth will
be needed to estimate rate of flow at some later time. Additional information on this
procedure may be found in Refs. 2 and 6.

Valve shut-offkeys

Connecting band

Valves

Figure 8.6 Recorder house and stilling well for a stream gauging station. (U.S. Bureau
of Reclamation.)
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Depth (stage) Measurements Most depth measurements are made using a float
and cable arrangement in a stilling well or a bubbler gauge. In the first insiance, a
stilling well connected to the channel (Fig. 3.6) is used to house a float device that
activates a recorder as it moves up and down. Figure 8.7 illustrates a self-reporting
stilling well liquid-level station. Data from this station can be transmitted to un!
central location for analysis and/or other use. A bubbler-type installation makes usl
of dry air or nitrogen as a fluid for bubbling through an oriflce into a channel bed. As
the depth of flow changes, the change in head above the bubbler orifice causes a

Antenna mast
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access screws

Transmitter

Hydraulic
damping device

Level
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Counter
weight

Mounting
brackets

lnlet tubes

Side clean-
out port

Bottom clean-
out port

Figure 8.7 Self-reporting stilling well liquid-level station.
(Courtesy of Sierra-Misco, Inc., Environmental products.
Berkeley, CA.)
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corresponding pressure change. This results in a fluid-level change in the manometer
connected to the gas supply and this in turn is used to reflect stage variation over time.

The foregoing descriptions are of a few of the instruments used in hydrologic
work. Both the limitations associated with their use and their reliability must be
understood if they are to be used correctly and their outputs are to be considered
credible.

8.3 TELEMETRY SYSTEMS

Historically, many gauges were read periodically by an individual making the rounds
of installations. This served well when the purpose of the data was to establish a base
record of some variable such as rainfall. But today, under many circumstances, it has
become necessary to make continuous recordings of rainfalls, streamflows, and evap-
oration rates and to have these data available for the real-time operation of water
management systems and for forecasting hydrologic events. Some examples of activ-
ities requiring real-time hydrologic data arc managing reservoirs, issuing flood warn-
ings, allocating water for various uses such as irrigation, monitoring streamflows to
ensure that treaties and pacts are honored, and monitoring the quality and quantity of
water for regulatory and environmental purposes. Accordingly, gauging stations capa-
ble of electronically transmitting their data to a central location for immediate use
have now become common. The advantages of such stations include providing infor-
mation to users in a time frame that meets management needs, reducing the costs of
collecting data, and providing a continuous and synchronous record of hydrologic
events. Figure 8.8 shows a stream gauge reporting station using radio transmission.
Figure 8.9 illustrates a satellite data collection and transmitting operation.T-|2

8.4 REMOTE SENSING

Since the 1960s, remote sensing has become a common hydrologic tool. Examples of
aircraft and satellite data collection and transmission abound.13-16 Figure 8.10 illus-
trates the use of aircraft and satellites in a snow survey system. Other types of surveys
such as those related to determining impervious areas, classifying land uses for assess-
ing basin'wide runoff indexes, determining lake evaporation, and groundwater
prospecting can be depicted in similar fashion. Table 8.1, which summarizes opera-
tional uses of satellite data in hydrology circa 1981, shows the great diversity of
remote sensing and data transmission options that can be exercised.l6

The principal value of remote sensing is its ability to provide regional coverage
and at the same time provide point deflnition. Furthermore, satellite communications
can be digitized and are thus compatible with the transfer of computerized informa-
tion. Following the evolution of linkages between computer and communications
technology, new software systems incorporating powerful data management systems
have been developed. These systems facilitate the storage, compaction, and random
access of large data banks of information. one data management option, geographic
information systems (GIS), allows the overlaying of many sets of data (particularly
satellite-derived data) for convenient analysis. Versatile color pictorial and graphic
display systems are also becoming attractive as their costs have decreased.ra
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Figure 8.8 Stream gauge reporting system using radio transmission. Water stage
information is requested from the gauging stations by VHF radio signal. In turn, this
water stage information is obtained from the stream gauges and automatically
encoded and transmitted to the Boulder City receiving station. All downstream
releases from Hoover Dam are determined and integrated with this streamflow
information in controlling the flow of the lower Colorado River. (U.S. Bureau of
Reclamation.)
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Figure 8.9 Hydrologic data collection by satellite. (U.S. Geological Survey.)
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Figure 8.10. Satellite snow survey system. (AftenCalabrese and Thome'rs)
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With the advancement of satellite technology, the use of satellites as remote
sensor platforms has spread. Currently available sensors can operate in a multitude of
electromagnetic radiation wavelengths and the information content of their signals
can include Surface temperatures, radiation, atmospheric pollutants, and other types
of meteorological data. As remote sensors are improved to permit the attainment of
greater radiometric and geographic resolution, and as computer image-enhancing
techniques become more sophisticated, it is certain that this powerful water manage-
ment tool will see even sreater and more diversified use.

r summary
Hydrologic data are important components of model design and testing and of a
variety of statistical analyses. The quality of data obtained relate to attributes of
measuring instruments and to the features of gauging sites. It is important to under-
stand the pros and cons of various instruments and to know how they can best be used.
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Chapter I

Monitoring Networks

Prologue

The purpose of this chapter is to:

. Describe elements of systems for monitoring hydrologic variables.

. Indicate the importance of real-time and continuous recording of hydrologic
events.

Information (data) is the requisite foundation for designing schemes for manipulating
(managing) hydrologic systems, for evaluating the efficacy of actions taken to correct
problem situations, and for identifying trouble spots deserving attention. But to be
useful, the data must be of the right type, in the right form, and appropriately repre-
sentative of critical space and time dimensions.

Modeling hydrologic systems requires an understanding of how these syster-ns
actually function; cleaning up a toxic waste discharge requires tracking the effects of
remedial actions; enforcing environmental regulations requires knowledge of what
has happened since the rules were implemented; and regulating reservoir releases to
meet specified targets requires a continuous understanding of the state of the system
being operated. The key to meeting such requirements lies in the products of carefully
designed and managed monitoring networks. Developing such networks is no small
task, however, as the number of variables that must be observed may be very large,
the instruments to measure them costly to install and operate, and the data storage and
management requirements extensive. Accordingly, a monitoring network's design
must begin with a thorough understanding of its purpose so that the degree of resolu-
tion provided by its observations is adequate, but not excessive, for the task at hand.
A good rule is to keep the network as simple as possible, within the constraints of what
must be accomplished.

9.1 THE PURPOSE OF MONITORING

The purpose of monitoring is to gather information in a continuum such that the
dynamics of the system can be ascertained. According to Dressing, objectives of
monitoring for nonpoint source pollution control include development of baseline
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information, generating data for trend analysis, developing and/or verifying models,
and investigating single incidents or events.z These objectives are also valid for hydro-
logic monitoring in general, but they should be supplemented by the following obje"-
tives: planning, real-time system operating, enforcing regulatory programs, and envi-
ronmental policymaking. In the flnal analysis, the ultimate purpose of monitoring is
to enhance decisionmaking, whether it be for development, management, regulation,
or research aims.

9.2 SPECIAL CONSIDERATIONS

Before an acceptable monitoring plan can be devised, there must be a full understand-
ing of the hydrologic system to be monitored and of the objectives to be met by
monitoring. The costs of monitoring can be very high and thus it is essential that
monitoring networks be efflcient and cost effective.r-5

Time and Space Variability

In general, monitoring networks are designed to have both spatial and temporal
dimensions. Although monitoring a specific point location may be all that is necessary
under some circumstances, it is more common that what is happening in a regional
setting is of importance. The temporal aspect is similar. While a snapshot at some
point in time may suffice for some purposes, the time variance of conditions to be
tracked is usually critical for effective analyses andlor decisionmaking. Both the
short-term and long-term variabilities of many targefs of monitoring must be ascer-
tained. For example, water quality in a stream can change rapidly with time, while
changes in lake levels, such as those experienced in the Great Lakes in the 1980s, are
the result of long-term hydrologic variability.

Spatial variability must also be represented in a monitoring network: for exam-
ple, infiltration rates may vary considerably within a region, rainfall intensities may
be quite different within even short distances, and water quality in a river might be
different in upstream and downstream locations. Topography, soils, vegetal covers,
and many other factors affecting the performance of a hydrologic system are also
distributed differently in space, and these differences must be recognized in the
monitoring plan. The trick is to develop a monitoring system that can (1) provide the
needed data, (2) recognize regional and temporal variabilities, and (3) keep installa-
tion, operation, and maintenance costs to a minimum. To do this requires a compre-
hensive knowledge of the system to be monitored, an understanding of what the data
obtained by the system will be used for, and a knowledge of the level of detail in
collecting the data that must be exercised in space and time.

Data Requirements

The amount and type of data to be generated by a monitoring system must be carefully
considered in its design. Selecting appropriate instruments, determining sampling
frequency, and setting data formats are elements that must be considered. Questions
such as how much do we need to know and when do we need to know it must be
answered. The form and extensiveness of data must be tightly related to monitoring
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Figure 9.1 A telemetry monitoring system. (Courtesy of Sierra-Misco, Inc., Environ-
mental Products. Berkeley. CA.

objectives. Furthermore, it might be necessary to monitor surrogates instead of the
condition to be tracked.' For example, if lake eutrophication is the issue, phosphorus
and chlorophyll concentrations might be surrogate flre&sureS; If this approach is taken,
selection of appropriate surrogates is very important and the foregoing comments
about data formats and so on are also applicable. Hydrologic, water quality, land use

, and treatment, topographic, soils, vegetative cover, meteorologic, and many other
types of datamay be required in combination or separately in a monitoring plan. It is
easy to see that the amount of data required for a monitoring program can be enor-
mous. Consequently, great care must be taken to see that the data collection effort is
not in excess of the objectives of the monitoring program. Figure 9.1, depicting a
telemetry monitoring system, gives an indication of the variety of data that might be
collected in a monitoring program.

Quality Control and Quality Assurance

The costs of monitoring are usually substantial and thus it is essential that the data
generated be of consistently high quality. Accordingly, most monitoring systems
include quality control and quality assurance (QA/QC) elements. Quality control is
a planned system of activities designed to produce a quality product (data in this case)
that meets the needs of the user. Quality assurance is a planned system of activities
designed to guarantee that the quality control program is being carried out properly.
A quality management plan should be part of the overall monitoring program
and should be prepared when the monitoring program is being developed to ensure
that the data collected will be of a satisfactory nature for the monitoring program's
objectives.3
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To user or

Figure 9.2 Microcomputer use in stream gauging.

USE OF COMPUTERS IN MONITORING

With the rapid technological development of computers, especially inexpensive mi-
crocomputers, the oppoitunities foiautomated collection of all types of hydrologic
and water quality data have increased substantially. Microcomputers, used with
analog-to-digital converters, pressure or liquid-level sensors, and the appropriate
software can, for example, be used in hydrologic monitoring systems as flow
metering/data acquisition systems (Fig.9.2).4 Furthermore, such systems are highly
versatile and they are rblatively inexpensive. Computer systems can be custom-
designed for almost any dataacquisition application and they are often less costly than
other commercially available hardware systems designed for the same purpose. Com-
puters can convert raw data into other more useful forms, store data for later use, and
communicate with other computer terminals if necessary. As such, they are a power-
ful and important component of modern hydrologic monitoring systems. Figure 9.3
illustrates the use of computers in a real-time telemetry system.

HYDROLOGICAL-M ETEOROLOGICAL N ETWORKS

Most modern hydrologic-meteorologic networks are designed to provide real-time
information for purposes such as hydropower scheduling, releasing flows for irriga-
tion, developing and testing hydrologic system models, regulating reservoir discharges,
allocating water from multiple sources, streamflow forecasting, tracking pollutant
transport, and enforcing environmental regulations. Hydrological-meteorological

1 4 7
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Water level

Weather station

Figure 9.3 Computer use in a real-time telemetry system. (Courtesy of Sierra-Misco,
Inc., Environmental Products, Berkeley, CA.)

networks may be designed to monitor physiographic, climatic, hydrologic, biologic,
and chemical features, or combinations of these, in a region or river basin. They must
have gauge densities and distributions that are sufficient to permit interpolation be-
tween gauge sites in a manner permitting valid conclusions to be drawn for the entire
area covered by the network. Typically, measureinents are made of such variables as
precipitation, solar radiation, temperature, relative humidity, barometric pressure,
snow depth, soil moisture, wind speed, streamflow, and water quality. In any event,
special basin or regional climatic factors must be given due consideration. Each
hydrological-meteorological network is different in its purpose and setting and thus
its design must reflect both the spatial and temporally varying features at the locality
to be monitored along with the objectives of the monitoring program.s

Computer

,/::

Modem

Data Collection
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r Summary

Monitoring of hydrologic systems is essential to better understanding of system inter-
actions and to the design and testing of hydrologic models. It is also the means by
which a determination can be made of the effectiveness of measures taken to alter
watershed performance.
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Chapter 10

r Prologue

Runoff and the Catchment

The purpose of this chaPter is to:

. Expand on definitions of terms frequently used in describing the runoff process.
' Present concepts of surface runoff and drainage basin discharge.
. Introduce elements of drainage basin geomorphology'
. Describe quantitative measures of watershed characteristics.
. Familiarize the reader with elements of frequency analysis'

Surface water hydrology deals with the movement of water along the earth's surface

as a result of precipitation and snow melt. Detailed analysis of surface water flow is

highly important to such fields as municipal and industrial water supply, flood control,

stieamflow forecasting, reservoir design, navigation, irrigation, drainage, water qual-

ity control, water-based recreation, and flsh and wildlife management.

The relation between precipitation and runoffis influenced by various storm and

basin characteristics. Because of these complexities and the frequent paucity of ade-

quate runoff data, many approximate formulas have been developed to relate rainfall

and runoff. The earliesf ofihese were usually crude empirical statements, whereas the

trend now is to develop descriptive equations based on physical processes.

10.1 CATCHMENTS, WATERSHEDS AND DRAINAGE BASINS

Runoff occurs when precipitation or snowmelt moves across the land surface-some

of which eventuaily reaches natural or artificial streams and lakes' The land area over

which rain falls is called the catchment and the land area that contributes surface

runoff to any point of interest is called a watershed. This can be a few acres in size

or thousandi of ,quut" miles. A large watershed can contain many smaller subwater-

sheds.
Streams and rivers convey both surface water and groundwater away from high

water areas, preventing surface flooding and rising groundwater problems' The tract
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of land (both surface and subsurface) drained by a river and its tributaries is called a
drainage basin. A watershed supplies surface runoff to a river or stream, whereas a
drainage basin for a given stream is the tract of land drained of both surface runoff and
groundwater discharge.

Rain falling on a watershed in quantities exceeding the soil or vegetation uptake
becomes surface runoff. Water infiltrating the soil may eventually return to a stream
and combine with surface runoff in forming the total drainage from the basin. The
network of overland flow courses and defined drainage channels comprise the water-
shed. Surface runoff from tracts of land begins its journey as overland flory, often
called sheetflow, before it reaches a defined swale or channel, usually before flowing
more than a few hundred feet. The lines separating the land surface into watersheds
are called divides. These normally follow ridges and mounds and can be delineated
using contour maps, field surveys, or stereograph pairs of aerial photographs to iden-
tify gradient directions.

Contributing Area

In the majority of hydrologic analyses, the magnitude of total surface area contributing
direct runoff to some point of interest is needed. Because of variations in topography,
the true surface area cannot be easily measured. The horizontal projection ofland area
is easily obtained and normally adopted in hydrologic calculations. This results in an
error in actual watershed area wherever the projected area is less than the actual.
Some surface area in watersheds may not contribute to surface runoff, so the error in
using the projected watershed area is somewhat offset.

Partial Area Hydrology

For light storms, or for some flat areas, portions of the catchment do not contribute
to runoff. Precipitation falling on or flowing into depressed or blocked areas can exit
only by seepage or evaporation, or by transpiration if vegetated. If sufficient rainfall
occurs, such areas may overflow and contribute to runoff. Thus the total area con-
tributing to runoff varies with the intensity and duration of the storm. Methods for
incorporating this phenomenon in hydrologic studies are calegorized under proce-
dures for partial area lrydrology.

In partial area hydrology, watershed areas are divided by one of several methods
into contributing (active) and noncontributing (passive) subareas. For infrequent
(severe) storms, larger percentages of the watershed surface may contribute to the peak
flow and volume of runoff, which are the primary variables of interest to design
engineers. For more frequent storms, significantly smaller portions of some water-
sheds may contribute. As a consequence, partial area hydrology is seldom incorpo-
rated in hydraulic structure design, and is of greater interest in water supply and water
quality studies. As will be shown later (Chapter 12) unit hydrograph theory and runoff
curve number methods are based on linearity of rainfall and runoff, and assume that
the full watershed contributes to runoff in all storms and in proportional amounts at
different times in the same storm. Application of these methods to watersheds that
have significant noncontributing zones could, and do, introduce error ifthe zones are
nof first delineated and the distributed effects properly modeled.
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Subdivision of contributing from noncontributing areas has traditionally been
subjectively accomplished from site inspection, topographic and soils maps, and aerial
photos. Soils having good drainage classifications, or dark tones or colors on aerial
photos, can often be considered as passive areas. Other signs of noncontributing
areas would include presehce of wetlands, grassed areas, rooftops (unless connected
to the drainage), terraces, erosion control structures, stock watering ponds, and flood
control dams.

Boughtont developed a quantitative method of determining the proportion of a
watershed that contributes surface runoff in different storms, and at different times
during the same storm. by analyzing rainfall and runoff records. His logic is as follows:

1. Watersheds can be idealized as a group of "surface storage capacity" cells,
each representing a fraction of the watershed area and each having some
capacity to abstract rainfall into storage, infiltration, or evapotranspiration.

2. Runoff from each cell occurs when rain fills the surface storage capacity.
3. Runoff occurs from the cell with the smallest capacity before flowing from

the cell with the next largest capacity (this is an assumption by Boughton
that has not been fully verified).

4. Using these principles, storm data for the watershed are evaluated first to
find those in which runoff occurs only from the area of smallest capacity.
This is done using a graphical method outlined in the article that looks at
slope changes in the rainfall-runoff graph. Both the capacity of the cell and
its area as a percentage of the watershed are estimated.

5. After subtracting the contribution to runoff from the smallest capacity cell,
the capacity and contributing area for the second smallest capacity cell are
determined by the same procedure.

6. The process is repeated until all the runoff is accounted for, or until
100 percent of the watershed is contributing, whichever occurs first.

When Boughton applied the procedure to a test watershed,r it was found that
runoff occurred from the entire watershed on only 3 of 30 events in the l5-year study
period. In about two-thirds of the runoff events, discharge occurred only from the cell
with the smallest surface storage capacity.

10.2 BASIN CHARACTERISTICS AFFECTING RUNOFF

The nature of streamflow in a region is a function of the hydrologic input to that region
and the physical, vegetative, and climatic characteristics. As indicated by the hydro-
logic equation, all the water that occurs in an area as a result ofprecipitation does not
appear as streamflow. Fractions of the gross precipitation are diverted into paths that
do not terminate in the regional surface transport system. Precipitation striking the
ground can go into storage on the surface or in the soil and into groundwater reservoirs
beneath the surface. The character of the soil and rocks determines to a large extent
the storage system into which precipitated water will enter. Opportunity for evapora-
tion and transpiration will also be affected by the geologic and topographic nature of
the area.
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Stream Patterns

(a) Dendritic system

(c) Radial system

(h) Reticulate stream

Wind, ice, and water act on land surfaces to create several types of drainage patterns
seen in nature. The particular design that results is a function of several factors
including slope, underlying soil and rock properties, and the histories of hydraulic
action, freeze-thaw activity, and sediment transport.

(e) Meandering stream (f) Braided stream

(g) Anabranching stream

(b) Trellis system

Fi-gxre 10.1- -Stream patterns (combined systems and individual stream shapes).
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Typical stream patterns are shown in Fig. 10.1. The most common, dendritic,
is characterizedby numerous small tributaries joining at right angles into higher-order
streams, eventually forming the major rivers in the region. The smaller tributaries
often occur in sufficient quantities that little land surface area is left unintercepted by
a defined channel of some form, The maximum overland distance between channels
in these areas seldom exceeds a few hundred feet.

Trellis patterns are characterizedby long main streams intercepted by numerous
shorter right-angle tributaries. They are common in the Appalachians (Eastern United
States) and are also seen in the Rocky Mountains along the foothills, Multi-basin
patterns, also called deranged systems, occur in low gradient swampy areas with
numerous surface depressions and normally have only a few tributaries. These occur
in glaciated, windblown, and permafrost areas, and are common in plains and moun-
tain valley regions of the United States. Radial patterns are typically found in foothill
areas or mountain areas with more advanced soil development.

Individual streams favor one or more of the four patterns shown on the lower
portion of Fig. 10.1. Streams are rarely straight except on steep slopes in homoge-
neous materials. Braided streams are characterized by numerous interconnected
channels flowing around and over islands and bars, inundating most during high flows.
Braided streams are generally transporting large amounts of sediment, but often less
than the amount supplied. They have been called incipient forms of meandering
streams due to the fact that many revert to meandering or other forms when sediment
supplies or other factors change. Meandering in an otherwise straight channel occurs
as a result of transverse currents. These currents are considered to be the result of
forces acting on the stream particles, including bed and bank shear forces and coriolis
effects.

In evaluating the effects of changes in streamflows, a relationship known as
Lane's Law is often applied. It states that the product of bed slope and water discharge
is proportional to the product of sediment size and transport rate. Changing any one
of these four terms results in the likelihood of a shift in one or more of the others.
Constructing a reservoit, for example, reduces the sediment transported into the reach
just downstream. By Lane's Law, either the slope or discharge must decrease or
sediment particle size must increase to offset the change in sediment transport. Most
often, the slope decreases when the sediment-hungry flows deepen the bed in the
reach. Degradation (downward cutting) of the bed of the Missouri River, for example,
has occurred below some of its upstream reservoirs, isolating boat marinas and water
intake structures in some locations.

Geomorphology of Drainage Basins

The principal geologic factors that affect surface waters are classified as lithologic and
structural. Lithologic effects are associated with the composition, texture, and se-
quence of the rocks, whereas structural effects relate mainly to discontinuities such as
faults and folds. A fault is a fracture that results in the relative displacement ofrock
that was previously continuous. Folds are geologic strata that are contorted or bent.
Variations in the erodibility of the different strata can easily lead to the creation of
distinctive forms of drainage systems.

Both large-scale and local effects on the storage and movement of surface waters
exist because of geologic activity and structure. For example, drainage patterns are
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determined to a large extent by the nature of land forms. On the other hand, flowing
surface waters also affect the surface geometry through the process of erosion. Thus
significant land forms resulting from volcanic activity, folding, and faulting affect
drainage, whereas drainage patterns, having been generated, can also modify the land
forms by creating valleys, deltas, and other geomorphic features.

Streams are classified as being young, mature, or old on the basis of their ability
to erode channel materials. Young streams are highly active and usually flow rapidly
so that they are continually cutting their channels. The sediment load imposed on
these streams by their tributaries is transported without deposition. Mature streams
are those in which the channel slope has been reduced to the point where flow
velocities are just able to transport incoming sediment and where the channel depth
is no longer being modified by erosion. A stream is classified as old when the channels
in its system have become aggraded. The flow velocities of old streams are low due to
gentle slopes that prevail. Wide meander belts, broad flood plains, and delta formation
are also characteristic of old streams. The lower reaches of the Mississippi, Rhine, and
Nile are examples. Flows in young river basins are often o'flashy," *h"t"u, sluggish
flows are common to older streams.

The description of a drainage basin in quantitative terms was an imponant
forward step in hydrology and can be traced back in large part to the efforts of Robert
E. Horton.2 Strahler, Langbein, and others have expanded Horton's original work.3-a

To quantify the geometry of a basin, the fundamental dimensions of length,
time, and mass are used. Many drainage basin features that are important to the
hydrologist can be quantified in terms of length, length squared, orlength cubed.
Examples are elevation, stream length, basin perimeter, drainage area, and volume.
The concept of geometric similarity can be applied to drainage basins just as it is to
many other systems.3 Most readers will be aware of model-prototype studies of air-
craft, dams, and turbomachinery. Such studies involve considerations of geometric as
well as dynamic similarity. In the same manner that inferences as to the operation of
a prototype can sometimes be drawn from a geometrically similar model, inferences
can also be drawn about the operation of one drainage area on the basis of information
obtained from a similar one. Perfect similarity will never be realized if natural
drainage systems are compared, but striking similarities have been observed which
can often be put to practical use.

Measures of Drainage Basin Characteristics
Important measures of drainage basin characteristics include overland flow lengths
and stream lengths. The concept of stream order is often associated with the dimen-
sion of stream length.
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Figure 10.2 Sketch indicating definition
of stream order.

to the stream order, provided that a large enough sample is investigated. The order
number permits comparisons of drainage systems that are quite different in size
because the number is a dimensionless quantity. Such comparisons should be made at
locations in the two systems that have a similar geometry; that is, second-order
streams, third-order streams, and so forth.

Stream lengths are determined by the measurement of theh projections onto a
horizontal plane. Topographic maps are useful for obtaining such measurements. If
the mean lenglh of a stream segment Z, of order a is defined as L,, then it is possible
to determine Z, using2

. -2!i, L,,
t r -  

N ,
(10.1)

where N, is the number of stream segments of stream order u.
Another measure related to stream length is the distance L"o from a point of

interest on the main stream to a point on the primary channel that is nearest the center
of gravity of the drainage arca (center of gravity of the plane atea of the drainage
basin). Studies of basin lag (time between the centers of mass of effective storm input
and the resulting runoff ) have made use of this dimension.

Of particular significance in the physiographic development of a drainage basin
is the overland flow length Ls. This is the distance from the ridge line or drainage
divide, measured along the path of surface flow which is not confined in apy defined
channel, to the intersection of this flow path with an established flow channel. If a
drainage basin of the first order is the basic element of a larger drainage system, then
a representative overland flow length can be determined for these first-order basins.
One apprbach is to measure a number of possible flow paths from a map of the area
and -to average these. In some cases (for example, with the rational method, Chapter



1 6 0 CHAPTER 1O RUNOFF AND THE CATCHMENT

15), the use of the longest overland flow length is prescribed, measured from the
upstream end of the first-order stream to the most remote point of flow that will
terminate at this point.

Areal Measurements

Just as linear measures relate to many factors of hydrologic interest, so do areal
measures. For example, the quantity of discharge from any drainage basin is obviously
a function of the areal extent of that basin.

Correlations have been observed between the average area, Au, of basins of order
u, and the average length of stream segments, 2,. These variables are often related by
an exponential function. For example, studies of seven streams in the Maryland-Vir-
ginia area by Hack have produced the relationship6

L  :  I . 4Ao6 (10.2)
where L = the stream length measured in miles to the drainage divide

A : the drainage area (miz)

Hack's observations indicate that as the drainage basin increases in size, it becomes
longer and narrower; thus precise geometric similarity is not preserved.

Drainage area has long been used as a parameter in precipitation*runoff equa-
tions or in simple equations indexing streamflow to area or other parameters. Many
early empirical equations are of the form3

Q :  c A -
where Q : a measure of flow such as mean annual runoff

A : the size of the contributine drainaee atea

(10.3)

Values of c and m are determined by regression analysis (see Chapter 26); Fig. 10.3
illustrates a relation of this form.
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Figure 10.3 Runoff-drainage arca correla-
tion for five Maryland streams (1933 storm
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Other areal measures include definitions of the basin shape and the density of the

drainage network or drainage density, defined as the ratio of total channel segment

lengthi cumulated for all stream orders within a basin to the basin area. The stream

frequency is defined as the summation of all segments in a drainage basin (total

number of segments of all orders) divided by the drainage area.

Channel and Basin Gradients

The slopes of a drainage basin and its channels have a very strong effect on the surface

runoff pro""r, of thairegion. Most stream channel profiles exhibit the characteristic

of decreasing slope proceeding in a downstream direction. Figure 10.4 illustrates this

particular.trait. Also illustrated in
elevation drop divided by the channt
such that the areas between the ave
that is, A, : Azin the figure. The g
as parameters to describe drainage t
make this clear. Some mathemalical functions that are used to more fully describe

stream profiles are linear, exponenti
ical value to represent the Primal
Schwartz.T This factor, known as th
a uniform channel that is equivalen
same travel time. This factor has ber
from the center of mass of rainfall excess to the peak rate of runoff ) and maximum

discharge.
In addition to the slope ofthe stream channel, the overall land slope ofthe basin

is an important topographic factor. A quantitative relation between valley wall slopes

and stream cnannet stopes has been derived by Strahler.3 A commonly used method

of determining the slopes of a basin has been presented by Horton'S The method

involves superimposing a transparent grid over a topographic map of the drainage area

in question. nacfr grlJnne is measu."d b"t*""n its intersections with the drainage

divide; the number of intersections of each grid line with a contour line is also needed'

A determination of the land slope can then be made using

n s e c 0 -
S : - - t  , (10.4)

!

Distance from head of stream

Figure 10.4 Typical stream profile'
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Drainage
boundary

Horizontal
grid line

uContour'r

Contour interval = 50 ft

Figure 10.5 Determination of mean land slope: number of vertical
intersections : 72; tumber of horizontal intersections = 120; total
length of vertical grid segments : 103,900 ft; total length of
horizontal grid segments : 101,200 ft.

7 2 x 5 0 120 x 50: 0.035 ftlft Ss : - : 0.059 ftlft"  1  0 t ,200

0.035 + 0.059: 0.047 ftlft
2

scaie

, s :

Mean slope :

103;900
.s + (..

the total number of contour intersections bv the horizontal and
vertical grid lines
the total length of grid line segments (horizontal and vertical)
the contour interval
the angle measured between a normal to the contours and the grid line

Because 0 is very difficult to measure it is often neglected, and separate values of
average slope in the horizontal and vertical are computed and then averaged to obtain
an estimate of the mean land slope. This procedure is illustrated in Fig. 10.5.

Area-Elevation Relation

How the area within a drainage basin is distributed between contours (Fig. 10.6) is of
interest for comparing drainage basins and gaining insight into the storage and flow
characteristics of the basin. For such studies. an area distribution curve such as that
shown in Fig. 10.7 is used. The curve can be obtained by planimetering the areas

where n :

t -
L _

h -
0 *
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.Figure 10.6 Topographic map of Wendy Run drainage area
showing 20-,40-, and 60-ft contour lines.

between adjacent contours or by using a grid as in Fig. 10.5 and forming the ratio of
the number of squares between contours to the total number of squares contained

within the drainage boundaries. The mean elevation is determined as the weighted
average of elevations between adjacent contours. The median elevation can be deter-
rnined from the area-elevation curves as the elevation at 50 percent,

-
e 300

E 2so
o

€ 2oo

I  l )u
o
r! ' 

100

0

Figure 10.7
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Percentage of area

An area-elevation distribution curve.
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Drainage Basin Dynamics

Geomorphology' likg hydrology, was largely qualitative in nature in its formativeyears' With the passing of time and the greatlr need for reliable quantitative informa-tion, the science has progressed to the point where rational relations between variablesare being developed. These relations ire usually intended to quantify theinieractions
between the factors that modify the land forrnand the land iorm ifsef. In addition,equations relating the geomorphic properties to hydrologic, climatologic, or vegetativefactors are being sought. some of the iunctional ielations of particulir significance tothe hydrologist will be discussed in the following chapters.

1 0.3 R UDIM ENTARY PR ECI PITATION-RUNOFF RELATIONSHIPS

ritation and runoff has been to plot annual
rend line, and estimate the percentage of
rtities determined this way, however, are
:e ofreliability is higher for drainage areas
rnal or other types of variation, that is, an

the form 
e procedure. The resulting equation takes

o : ( $ ) r r - P r )

0  1  2  3  4  5  6  7  8  9  1 0 1 1  t 2 t 3 ! 4

(10.5)

^ 4 0

- J 6
.E

8 3 6

. � ) J +

32

Runoff (in.)

Figure 10.8 Annual precipitation and annual runoff in the
Neosho River basin above Iola, Kansas. (U.S. Geological Survey
Data.)
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S : the slope of the line (LPILQ)
Pa : & base precipitation value below which Q is zero

From Fig. 10.8 the relation for the example would be

Q:  0 '57(P -  24)

where Q and P are the annual runoff and precipitation, respectively, in inches'

Considerable scatter of several data points from the assumed relation indicates that

this type of computation should be used with care. For rough approximations in

preliminary planning studies, such methods are frequently helpful, however. Equa-

tions resembiing Eq. 10.5 are improved if other parameters such as antecedent precip-

itation, soil moisture, season, and storm characteristics are included. Such relations

can be described using multiple regression techniques or graphical methods' Linsley

and co-workers present a very complete treatment of methods for developing correla-

tions involving several variables.e
Soil moisture relations normally have a soil moisture index as the independent

variable, since direct measurements of actual antecedent soil moisture are not gener-

ally practical. Indexes that have been inserted are groundwater,flow at the beginning

of the storm, antecedent precipitation, and basin evaporation.lo Groundwater values

should be weighted to reflect the effects of precipitation occurring within a few days

of the storm because soil moisture changes from previous rains may affect results.

Pan-evaporation measurements can be employed to estimate soil moisture amounts,

since eviporation is related to soil moisture depletion.tl Antecedent precipitation

indexes (API) have probably received the widest use because precipitation is readily

measured and relates directly to moisture deficiency of the basin.
A typical antecedent precipitation index is

Po: aP6' l  bP, - f  cP.,  (10.6)

where P.: the antecedent precipitation index (in.)
po, p,." : 

fi"HTlJ:;fJil:rr:Hifl3*ff"-e 
presenr vear and for

This index links annual rainfall and runoff values.r2 Coefficients a, b, and c are found

by trial and error or other fitting techniques to produce the best correlation between

the runoff and the antecedent precipitation index. The sum of the coefficients must

be  1 .
Kohler and Linsley13 have proposed the following API for use with individual

storms:

P o  :  b r P l  +  b 2 P 2  + ' ' '  +  b t P t (10 .7)

where the r subscript on P refers to precipitation which occurred that many days prior

to the given storm, and the constants b (less than unity) are assumed to be a function

of t. Values for the coefficients can be determined by correlation techniques' In daily

evaluation of the index, b, is considered to be related to / by

b , :  K '  ( 1 0 . 8 )

where K is a recession constant normally repofted in the range 0.85-0.98. The initial
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value of the API (P"s) is coupled to the API / days later (P",) by

Por :  PagK ' (10.e)

To evaluate the index for a particular day based on that of the preceding one,
Eq. 10.9 becomes

Po, : KPox (10.10)

because t : I.
Various empirical relations for API have been proposed. Most are based on

correlating two or three variables and at best yield only rough approximations. In
many cases these were developed without considering physical principles or dimen-
sional homogeneity. An added shortcoming is that many formulas fit only a specific
watershed and have little general utility. Empirical equations demand great caution
and an understanding of their origin.

EXAMPLE 10.1

Precipitation depths P, for a l4-day period are listed in Table 10. 1 . The API on April
1 is 0.00. Use K : 0.9 and determine the,API for each successive day.

Solution. Equation 10.9 reduces to

API,: K(API,-1) + P,

which was applied in developing the successive values of API, in Table 10.1.

TABLE 10.1

Precipitation (A API,

April 1
2
J

4
)

' 6

7
8
9

10
l l
t 2
l 3
t4

0.0
0.0
0.5
0.7
0.2
0.1
0.0
0.1
0.3
0.0
0.0
0.6
0.0
0.0

0.00
0.00
0.50
1 .  l 5
t,24
t .22
1 . 1 0
1.09
1.28
t . l 5
1.04
1.54
1 ,39
| .25

10.4 STREAMFLOW FREOUENCY ANALYSIS

Hydrologists estimate streamflows. Two approaches are employed. The first is a phys-
ical processes approach in which runoff is computed on the basis of observed or
expected precipitation. The second is founded on statistical analyses ofrunoffrecords

.- --vvi{}out resott-to precipitation data. Such investigations usually include frequency
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C a
o  a  a o

x.

12 months

Example 1.0 in
drought with
R.I. = 17 yr

Recurrence Interyal (Yr)

Figure 10.9 Low-flow frequency data consolidated for Five Riv-
ers. (After Whipple.r5;

studies (Chapter 27) to indicate the likelihood of certain runoff events taking place.

A knowledge of the frequency of runoff events is helpful in determining risks associ-

ated with proposed designs or anticipated operating schemes. Frequency analyses are

usually diiected toward studies of miximum (flood) and minimum (drought) flows.ra'1s

Figure 10.9 illustrates a typical drought frequency analysis. Unfortunately, many

existing runoff records are short-term; as a result they limit utility for reliable fre-
quency analyses. Few adequate records are available earlier than about 1900. In

some cases, sequential generating techniques (Chapter 22) can be used to develop
synthetic records.

Time-series analyses are particularly pertinent to the problem of estimating
trends, cycles, and fluctuations in hydrologic data. They also permit derivation of

generating processes by which synthetic records of runoff can be developed.

Recurrence Interval and Frequency

The recurrence interval (R.I.) is defined as the average interval over a long period of
years during which a corresponding magnitude of some hydrologic variable is at least

met. This parameter is also called the return period, and sometimes, though less

appropriately, the frequency of the event. For the example in Fig. 10'9, droughts less

than 1 in. occurred in 8 ofthe 136 years ofrecords. The 1.0 in. drought has an average

recurrence interval of about 17 years. Stated another way, on the average, one year of

every l7-year sequence is expected to experience a drought of at most 1.0 inch.

Similarly, each year the probability of a 1.O-in. drought is 8/136 = 0'059, or about

6 percent. This is defined as the exceedence probability or frequency, and is the

re-iprocal ofthe return period. It should be obvious that the 1.0-in. drought could

-  
1 . 0

0.1
10010
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occur in any year, or in several consecutive years. This type ofanalysis cannot tell the
investigator what will happen this year or next, and allows only an estimate of the
average recurrence interval and the probability of occurrence in any given year. This
subject is fully developed in Chapter 27.

10.5 STREAMFLOW FORECASTING

Surface water hydrology is basic to the design of many engineering works and impor-
tant in water quality management schemes. In addition, the ability to provide reliable
forecasts of flows for short periods into the future is of great value in operating storage
and other works and in planning proper actions during times of flood.e'16 A good
example is the operation of a reservoir with an uncontrolled inflow but with a means
of regulating the outflow. If information on the nature of the inflow is determinable in
advance, then the reservoir can be operated by some decision rule to minimize down-
stream flood damage. Such operations can be computerized to continually improve
estimates based on incoming data and thus offer direction on the nature of the releases
to be made. For river forecasts to be reliable, adequate, dependable data on various
watershed and meteorologic conditions are needed on a continuing basis. Modern
monitoring stations capable of telemetering data to computer control centers provide
an important support function for forecasting. The methods used to forecast flows are
basically the same ones empfoyed in design: precipitation-runoff equations, unit
hydrographs, watershed mldels, and flow-routing techniques.

r Summary
Runoff is probably the most complex yet most important hydrologic process to under-
stand. It has attracted the attention and focus of engineers and scientists and com-
prises the greatest percentage by far of most hydrology textbooks and publications.
The concepts introduced here will be more fully developed in the next six chapters,
as well as in significant portions of Parts Five and Six.

PROBLEMS

10'1'ffi,',T'#:fl :Jfr *:l;J:ff Hfi '#':iJf ;J3;:1,!;";ffi :?'fi#.n.}il:H:i*
what purposes might you use this?

10.2. Select a rain gauge record of interest. Use the annual values as data to calculate thc
coefficients of an antecedent precipitation index of the form of Eq. 10.8.

10.3. Determine the drainage density of the basin shown. Area : 6400 acres. Lengths are
in miles.
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Chapter 1'1

Hydrographs

r Prologue

The purpose of this chapter is to:

. Characterize a hydrograph as a time plot of the discharge of surface runoff arld
groundwater from drainage basins.

' Introduce the components of hydrographs so that the reader can rel9le them
to the quantltative assessments of runoff presented in subsequdnf-chapters.

. Describe the time relationships most commonly used in hydrograph analysis.

Hydrograph analysis is the most widely used method of analyzing surface runoff. Its
presentation in most textbooks is normally confined to one chapter. Because of
numerous developments in hydrograph analyses, three chapters are dedicated to the
subject in this text. Chapter 11 defines hydrographs and expands the concepts intro-
duced in Chapter 6. The concepts referred to as unit hydrograph techniques are
packaged together in Chapter 12. Individual streamflow hydrograph shapes vary as
flow travels downstream, and the concepts for analyzing these changes, called hy-
drograph routing methods, are presented in Chapter 13. '

11.1 STREAMFLOW HYDROGRAPHS

A streamflow hydrographprovides the rate of flow at all points in time during and after
a storm or snowmelt event.l Hydrologists depend on measured or computed (synthe-
sized) hydrographs to provide peak flow rates so that hydraulic structures can be
designed to accommodate the flow safely. Because a hydrograph plots volumetric flow
rates against time, integration of the area beneath a hydrograph betWeen any two
points in time gives the total volume of water passing the point of interest during the
time interval. Thus, in addition to peak flows, hydrographs allow analysis of sizes of
reservoirs, storage tanks, detention ponds, and other facilities that deal with volumes
of runoff. A knowledge of the magnitude and time distribution of streamflow is
essential to many of these aspects of water management and environmental planning.
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Storm period hydrograph
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Hydrograph in period of no direct
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Figure 11.1 Hydrograph O"o;;.

11.2 FACTORS AFFECTING HYDROGRAPH SHAPE

A hydrograph has four component elements: (1) direct surface runoff, (2) interflow,
(3) groundwater or base flow, and (4) channel pregipitation.2 The rising pott(rn of a
hydrograph is known asthe concentration curye;the region in the vicinity of the\eak
is called the crest segment; and the falling portion is the recession.3 The shape of a
hydrograph depends on precipitation pattern characteristics and basin properties.
Figure 11.1 illustrates the definitions presented.

Precipitation-Streamflow Processes

Duriirg a given rainfall, water is continually being abstracted to saturate the upper
levels of the soil surface; however, this saturation or infiltration is only one of many
continuous abstractions.4-6 Rainfall is also intercepted by trees, plants, 4nd roof
surfaces, and at the same time is evaporated. Once rain falls and fulfills initial
requirements of infiltration, natural depressions collect falling rain to form small
puddles, creating depression storage. In addition, numerous pools of water forming
detention storage build up on permeable and impermeable surfaces within the water-
shed. This stored water gathers in small rivulets, which carry the water originating as
overland flow into small channels, then into larger channels, and flnally as channel

flow to the watershed outlet. Figure 11.2a illustrates the distribution of a prolonged
uniform rainfall. Although such an event is not the norm, the concept is useful for
showing the manner in which detention and depression storage would be distributed.

In general, the channel of a watershed possesses a certain amount of base flow
during most of the year. This flow comes from groundwater or spring contributions
and may be considered as the normal day-to-day flow. Discharge from precipitation
excess-that is, after abstractions are deducted from the original rainfall-
constitutes the direct runoff hydrograph (DRH). Arrival of direct ninoff at the outlet
accounts for an initial rise in the DRH. As precipitation excess continues, enough time
qlapqgs for progressively distant areas to add to the outlet flow. Consequently, the
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-

fi
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o

a

Time

(b)

Figure 11.2 (a) Distribution of a uniform storm rainfall for condition of
no interception loss. Note that all water stored in depressions is ultimately
evaporated or infiltrated while some detention storage is also subjected to
these losses. (b) Equilibrium discharge hydrograph.

duration of rainfall dictates the proportionate area of the watershed amplifying the
peak, and the intensity of rainfall during this period of time determines the resulting
greatest discharge.

Hydrograph Shapes

If the rainfall maintains a constant intensity for a long enough period of time, a state
of equilibrium discharge is reached, as depicted by curve A in Fig. 11.2b. The
inflection point on curve A often indicates the time at which the entire drainage area
contributes to the flow. At this time maximum storase of the watershed is only

d

Depression storage
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partially complete. As rainfall continues, maximum storage capacity is attained and

iqrliUri"t" finflow (rainfall) equals outflow (runoff)] is reached. The condition of

maximum storage and equiiibrium is seldom if ever attained in nature' Extended

rainfall lnuy o"Iu., but viriations in intensity throughout its duration negate any

possibility of u IRH of the theoretical shape for constant rainfall intensity'

Anormalsingle.peakDRHgenerallypossessestheshapeshownbycurveBin
Fig. 1 1 .2b rather tian iy the "ur',oJ in Fig. 11.2a. The time to peak magnitude of this

hyirograph depends onih" intensity and duration ofthe rainfall' and the size, slope,

shape, and storage capacity of the watershed. once peak flow has been reached for a

given isolated ra'instorm, itt" ORg begins to descend, its source of supply coming

largely from water accumulated within the watershed such as detention and channel

storage.
processes involved in forming the DRH can be better understood by visualizing

theprecipitationexcessaspartiallydisposedofimmediate$bysurfacerunoffwhile
a portion remains held within the watershed boundaries and is released later from

storage. Thus the shape and timing of the DRH are integrated effects of the duration

and intensity ofrainfall and other hydrometeorological factors as well as the effect of

the physiogiaphic factors of the watershed upon the storage capacity'

11.3 HYDROGRAPH COMPONENTS 
\

It is important to understand how the hydrograph can be subdivided into its com\-

nenr par15 and to look at the effect on hydrograph shape ofprecipitation and watershed

features. Figures 11.3 and Il'4 are used for this purpose'

A hydiograph is a continuous graph showing the rate of streamflow with respect

to time, ,rtr*ityoutained by -"anr of a continuous strip recorder that indicates stage

vefsus time (stale hydrograph), which is then transformed to a discharge hydrograph

by application of a rating curve. Hereafter, the term lrydrograph is generally taken to

indicate a discharge hYdrograPh'
Figure t t.gi lttustrai"* ih" hydrograph of a permanent stream during a pgriod

between precipitation events, known i" i bot" flow lrydrograph because ground-

water sustains the flow. Four general conditions cause modification of the base

flow hydrograph shape. They aL described by HortonT using the following sets of

inequa l i t ies :  
Set l  i< f  se t3  i> f

F ( S ,  F ( S ,

S e t 2  i < f

F ) S ,

S e t 4  i > f

F ) S r .
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Figure 11.3 Effects of storm and basin characteristics on hydrograph shape.

or added groundwater components develops. The entire effect of the storm would be
to slightly reduce the soil moisture deficiency sr. The field capacity is the amount of
water held in the soil after excess gravitational water has drained.

The conditions described by Set 2 still do not produce direct surface runoff,
although the comlponents of interflow and groundwater flow are added to channel
precipitation. The initial hydrograph would be modified, since the field capacity of the
soil is exceeded. Figure 11.3b illustrates this condition. Note that deviation of the
hydrograph from the original base flow curve is likely to be very small under these
conditions.

Figure 11.3c illustrates a case where surface runoff becomes a component of
flow because i > f. In this example, interflow and groundwater flow are zero,as soil

fo)(0(e)

t
(h)

I

\
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End ofrainfall

9C

Groundwater flow

Figure 11.4 Components of the hydrograph.

moisture deficiency still exists, although at a reduced level. Channel precipitation

likewise constitutes a component.
In the final set, Fig. 11.3d, all four components exist with rainfall intensity

exceeding inflltration rate and the field capacity ofthe soil is reached. This case would

be typical of a large storm event.- 
Figures 1l.je-h illustrate how hydrograph shape can be modified by areal

variations in rainfall and rainfall intensity and by watershed configuration.8 Minor

fluctuations shown in these hydrographs are linked to variations in storm intensity. In

Fig. 11.3e only the delaying effects pertinent to a storm over the upstream section of

the area are indicated. Figure 11.3f shows the reverse of this condition. Figures 11'3g

and h depict the comparative effects of basin geometry.
In most hydrograph analyses, interflow and channel precipitation are grouped

with surface runoff rather than treated independently. Channel precipitation begins

with inception of rainfall and ends with the storm. Its distribution with respect to time

is highly iorrelated with the storm pattern. The relative volume contribution tends to

increase somewhat as the storm proceeds, since stream levels rise and the water

surface area tends to increase. The fraction of watershed area occupied by streams and

lakes is generally small, usually on the order of 5 percent or less, so the percentage

of rrnoff related to channel precipitation is usually minor during important storms.

Distribution of interflow is commonly characterized by a slowly increasing rate up to

the end of the storm period, followed by a gradual recession that terminates at the

intersection ofthe surface flow hydrograph and base flow hydrograph. Figure 11.4

illustrates the approximate nature of the components of channel precipitation and

interflow.
The base flow component is composed of the water that percolates downward

until it reaches the groundwater reservoir and then flows to surface streams as ground-

water discharge. The groundwater hydrograph may or may not show an increase

Time
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during the actual storm period. Groundwater accretion resulting from a particular
storm is normally released over an extended period, measured in days for small

' watersheds and often in months or years for large drainage areas.
The surface runoff component consists of water that flows overland until a

stream channel is reached. During large storms it is the most significant hydrograph
component. Figure 11.4 illustrates the surface runoff and groundwater components of
a hydrograph. As pointed out in Fig. 11.3, the relative magnitude of each component
for a given storm is determined by a combination of many factors. Hydrographs are
analyzed to provide knowledge of the way precipitation and watershed characteristics
interact to form them. The degree of hydrograph separation required depends on the
objective of the study. For most practical work, surface runoff and groundwater
components only are required. Research projects or more sophisticated analyses may
dictate consideration of all components. When multiple storms occur within short
periods, it is sometimes necessary to separate the overlapping parts of consecutive
surface runoff hydrographs.

11.4 BASE FLOW SEPARATION

Several techniques are used to separate a hydrograph's surface and groundwater flows.
Most are based on analyses of groundwater recession or depletion curves. If there is
no added inflow to the groundwater reservoir, and if all groundwater discharge from
the upstream area is intercepted at the stream-gauging point of interest, then ground-
water discharge can be described by either e'to

er :  eoK '  o r  e r :  eo€-K ' (1  1 .  1 )

where eo : a specified initial discharge
q, : the discharge at any time / after flow 46
K: arecessionconstant
e : base of natural logarithms

Time units frequently used are days for large watersheds and hours or minutes for
small basins. A plot of either yields a straight line on semilogarithmic paper by
plotting / on the linear scale.

For most watersheds, groundwater depletion characteristics are approximately
stable, since they closely fit watershed geology.Nevertheless, the recession constant
varies with seasonal effects such as evaporation and freezing cycles and other factors.
Because q, dt is equivalent to -dS, where S is the quantity of water obtained from
storage, integration ofEq. 11.1 produces

s - (rr.2)

This equation determines the quantity of water released from groundwater storage
between the times of occurrence of the two discharges of interest, or it can be used to
calculate the volume of water still in storage at a time some chosen value of flow
occurs. To get the latter, 4, is set equal to zero and qsbecomes the reference discharge.
Figure 11.5a is a plot of Eqs. 11.1 and II.2 and provides additional definition.

Q t -  4 o

log" K
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Groundwater depletion curves can be analyzed by various methods to evaluate
the recession constant K. One of these will be described. Data from a stream-gaugi.ng
station are a prerequisite and should reflect rainless periods with no upstream regula-
tion,'such as a fesefvoir, to affect flow at the gauging point. Otherwise an adjustment
with its own enors is introduced.

From the streamflow data, plot a portion of the recession hydrograph
(Fig. 11.5b) to find values of discharge at the beginning and end of selected time
intervals. Flows at the beginning of each interval are analogous to 4e, whereas those
at the end are analogous to q1. Next, select several time intervals and plot correspond-
ing qe's versus q,'s shown in Fig. 1 1.6. The time period between consecutive values
of 4 should be identical for each datum set. Figures taken from recession curves of
times that still reflect surface runoff will usually fall below and to the right of a 45o
line drawn on the plot. These values will also be associated with larger numbers for

4. Points taken from true groundwater recession periods should approximately
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Figure 11.6 Graphical rnethod for determining recession constant K.
(U.S. Department of Agriculture, Soil Conservation Service.)

describe a straightline. Because h : eo : 0 when4o : 0, a straightline canbe fitted
graphically to the data points. The slope of this line is qrfqo : K. Using this value, the
depletion curve plots as a straight line on semilogarithmic paper (r is the linear scale
variable) or as a curve on arithmetic paper, Fig. 11.5a.

Separation Techniques

Several methods for base flow separation are used when the actual amount of base
r flow is unknown. During large storms, the maximum rate of discharge is only slightly

affected by base flow, and inaccuracies in separation may not be important.
The simplest base flow separation technique is to draw a horizontal line from the

point at which surface runoff begins, Point A in Fig. 11.7, to an intersection with the
hydrograph recession where the base flow rate is the same as at the beginning of direct
runoff as indicated by Point B. A second method projects the initial recession curve
downward fromA to C, which lies directly below the peak rate of flow. Then point D
on the hydrograph, representing N days after the peak, is connected to point C by a
straight line defining the groundwater component. One estimate of N is based on the
formula3

N - Ao'2 ( 1 1 . 3 )

where N : the time in days
A = the drainage area in square miles

A third procedure is to develop a base flow recession curve using Eq. 11.1 for data
from the segment FG, and then back-calculate all base flow to the left of Point fl
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Flgure 11.7 Illustration of some hydrograph separation techniques.

where the computed curve begins to deviate from the actual hydrograph, marking the
end of direct runoff. The curve is projected backward arbitrarily to some Point E
below the inflection point and its shape from C to E is arbitrarily assigned. A fourth
widely used method is to draw a line between A and F, and a fifth common method
is to project the line AC along the slope to the left of A , and then connect Points C and

o
9p
F

o
d
d

12N 6P t21|'{{ 6A 12N 6P tz]0|{

Figure 11.8 Illustration of base flow separation:
River near Trinity, North Carolina, February 25,
Agriculture, Soil Conservation Service).

6,{ I2N 6P IzM

hydrograph for the Uharie
1939. (U.S. Department of

Time
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B. All these methods are approximate since the separation of hydrographs is partly a
subjective procedure.

Figure 11.8 illustrates two graphical separation techniques to determine surface
runoff and groundwater flow components . Line AD represents the simple procedure
of connecting the point of the beginning of direct runoff with the flrst point on the
groundwater recession curve (an advantage over the horizontal line technique because
the time base of direct runoff is much shorter). Ctrve ABCD is constructed from the
extension of the base flow recession curve.

1 1.5 HYDROGRAPH TIME RELATIONSHIPS

Wave travel time is defined as the time required for direct runoff originating at the
most remote point in the channel to reach the outlet. The last drop of direct runoff to
pass the outlet conceptually travels over the water surface and reaches the outlet at the
speed of a small surface wave, rather than at a speed equal to the average velocity of
flow. The wave travel time is faster than the average velocity and varies with channel
shape and other factors. For a rectangular channel, the ratio is approximately 5/3 (see
Section 13.1 for other wave velocities). The time base (Fig. 1 1.4) of a hydrograph is
considered to be the time from which the concentration curve begins until the direct-
runoff component reaches zero. An equation for time base may take the form

T 6 : t " * t ,

where To : the time base of the direct runoff hydrograph
/" : the duration of runoff-producing rain
t- : the excess rainfall release time

(rr.4)

Watershed lag time, illustrated in Fig. 11.4, is defined as the time from the penter of
mass of effective rainfall to the center of mass of direct runoff. t t Other definitions and
several equations relating lag time to watershed characteristics are provided in S_ec-
tion 11.7 and subsequent chapters.

Because ofits importance in unit hydrograph theory, the excess-rainfall release
time is introduced. This is defined as the time required for the last, most remote drop
ofexcess rain that fell on the watershed to pass the outlet, signalling the cessation of
direct runoff. It is easily determined as the time interval between the end of rain and
the end of direct runoff. Only that part of the outflow which classifles as direct runoff
(excess rain) is considered in dqtermining the release time. Watershed outflow nor-
mally continues after cessation of direct runoff, in the form of interflow and base flow.
Release time is very similar by definition to wave travel time and time of concentration
(Section 11.6).

A foundational assumption of unit hydrograph theoryl2 is that the watershed
excess release time is a constant, regardless of the storm duration, and is related to
basin factors rather than meteorological characteristics. The excess release time is also
conceptually identical with the time base of an instantaneous unit hydrograph (IUH).
This is the runoff hydrograph from 1.0 in. of excess rain applied uniformly over the
watershed in an instant of time (see Chapter 12). Both wave travel time and excess-
rainfall release time are often used synonymously with time of concentration.
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11.6 TIME OF CONCENTRATION

The most common definition of time of concentration originates from consideration
of overland flow. If a uniform rain is applied to atract, the portions nearest the outlet
contribute runoff at the outlet almost immediately. As rain continues, the depth of
excess on the surface grows and discharge rates increase throughout. Runoff contribu-
tions from various points upstream arrive at later times, adding themselves to contin-
uing runoff from nearer points, until flow eventually arrives from all points on the
watershed, "concentrating" at the outlet. Thus, concentration time is the time re-
quired, with uniform rain, for 100 percent of a tract of land to contribute to the direct
runoff at the outlet.e

As a second popular definition, the concentration time is often equated with
either the excess-rainfall release time or the wave travel time because the time for
runoff to arrive at the outlet from the most remote point after rain ceases is assumed
to be indicative of the time required for 100 percent contribution from all points
during any uniform storm having sufficient duration. The latter definition is often
preferred because few storm durations exceed the time of concentration, making
determination of /. possible only by examining excess rain recession.

Because time of concentration is conceptually the time required for 100 percent
of the watershed to contribute, it is also often defined as the time from the end of
excess rainfall to the inflection point on the hydrograph recession limb (e.g., see
Fig. 12.2). The reasoning used in this definition is that direct runoff ceases at the point
of inflection.

For a small tract of land experiencing uniform rain, the entire area contributes
at approximately the same time that the runoff reaches an equilibrium. This gives rise
to yet another definition of time of concentration. If rain abruptly ceased, the direct
runoff would continue only as long as the excess-rainfall release time t,. On the basis
of the second deflnition. excess release time and time of concentration can be consid-
ered equivalent.

Numerous equations relating time of concentration to watershed parameters
have been developed. Table 11.1 summarizes several popular versions. Other varia-
tions are presented in Chapters 12, 15,16, and25.

11.7 BASIN LAG TIME

The relative timing of rainfall and runoff must be known if drainage areas having
subbasins are to be modeled or if continuous simulation is desired. A basic measure
of timing is basi'n lag, which locates the hydrograph's position relative to the causative
storm pattern. It is most often defined as the difference in time between the center of
mass of effective rainfall and the center of mass of runoff produced. Other definitions
are also used. Two of these are ( 1) the time interval from the maximum rainfall rate
to the peak rate of runoff and (2) the time from the center of mass of effective rainfall
to the peak rate of flow. Time lag is characterized by the ratio of a flow length to a
mean velocity of flow and is thus a property that is influenced by the shape of the
drainage area, the slope of the main channel, channel roughness and geometry, and
thg'storm pattern.
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TABLE 11.1 SUMMARY OF TIME OF CONCENTRATION FORMULAS

Method and date Formula for t" (min) Remarks

Kirpich (1940)

USBR Design of
Small Dams
(r973)

lzzatd (7946)ts

Federal Aviation
Administration
( 1970)r6

Kinematic Wave For-
mulas Morgali and
Linsley (1965)'?
Aron and Erborge
(1973)18

SCS Lag Equation
(1972)te

SCS Average Veloc-
ity Charts (1975,
1986),0

tc : 0.00782077S-o38s
L : length of channel/ditch

from headwater to outlet, ft
S : average watershed slope, ftlft

t" : 60(lI.9L31H)o38s
L : length of longest water-

course, ml
Il : elevation difference between

divide and outlet, ft

41.025(0.0007, t c)Lozz
-c 

S0.333i0.66?

I : rainfall intensity, in/h
c : retardance coefficient
Z : length of flow path, ft
,S : slope of flow path, ftlft

r" = 1.8(1.1 - C)Losofso333
C : rational method runoff

coefficient
l, : length of overland flow, ft
S : surface slope, Va

O.94Lo6no6
( io  45o 3)

l, : length of overland flow, ft
n : Manning roughness coefficient
I : rainfall intensity in/h

S : average overland slope ftlft

.  _ t .67 Lo8[(tooo/cN) - 9]oi, . - @
L : hydraulic length of watershed

(Iongest flow path), ft
CN : SCS runoffcurve number

S : average watershed slope, Vo

, : l v L' '  
60-  v

Z : length of flow path, ft
V : urerage velocity in feet per

second from Fig. 3- 1 of TR 55
for various surfaces

Developed from SCS data for seven rural basins
in Tennessee with well-defined channel and
steep slopes (37o to 1O7o); for overland flow on
concrete or asphalt surfaces multiply t;by 0.4;
for concrete channels multiply by 0.2; no ad-
justments for overland flow on bare soil or flow
in roadside ditches.

Essentially the Kirpich formula; developed from
small mountainous basins in California (U.S.
Bureau of Reclamation, 1973, pp. 67-7I).t4

Developed in laboratory experiments by Bureau of
Public Roads for overland flow on roadway and
turf surfaces; values of the retardance
coefficient range from 0.0070 for very smooth
pavement to 0.012 for concrete pavement to
0.06 for dense turf; solution requires iteration;
product i times Z should be = 500.

Developed from air field drainage data assembled
by the Corps of Engineers; method is intended
for use on airfield drainage problems, but has
been used frequently for overland flow in urban
basins.

Overland flow equation developed from kinematic
wave analysis of surface runoff from developed
surfaces; method requires iteration since both i
(rainfall intensity) arrd t, are unknown; superpo-
sition of intensity-duration-frequency curve
gives direct graphical solution for t".

Equation developed by SCS from agricultural wa-
tershed data; it has been adapted to small urban
basins under 2000 acres; found generally good
where area is completely paved; for mixod areas
it tends to overestimate; adjustment factors are
applied to correct for channel improvement and
impervious area; the equation assumes that
t" : 1.67 X basin lag.

Overland flow charts in Ref. 20 provide average
velocity as function of watercourse slope and
surface cover.

Sarrce.' After Ref. 13.
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Various studies have been conducted for the purpose of developing relations
descriptive of time lag. Most prominent of these was the work by Snyder on large
natural watersheds.2l His original equation has been widely used and modified in
various ways by other investigators. Eagleson has proposed an equation for lag time
on sewered drainage areas having a minimum size of 147 acres.2z An early investiga-
tion (1936) on small drainage areas (2-4 acres) was conducted by Horner in his
classical work on urban drainage in St. Louis, Missouri.23 Horner's work was incon-
clusive in that it did not yield a deflned procedure, but he did conclude that the
comparatively wide range in the lag time at each location led to the inference that the
lag was a variable, its value being determined more by rainfall characteristics than by
characteristics of the drainage area.

Snyder's study based on data from the Appalachian Mountain region produced
the following equation for lag time:z1

t,1 : c,(L""L)o3 (1  1 .s )

where /1 : the lag time (hr) between the center of mass of the rainfall excess for
a specified type of storm and the peak rate of flow

I'"o : the distance along the main stream from the base to a point nearest the
center of gravity of the basin (mi)

I : length of the main stream channel (mi) from the base outlet to the
upstream end of the stream and including the additional distance to
the watershed divide

C, : & coefficient representing variations of types and locations of str'eams

For the area studied, the constant C, was found to vary from I.8 to 2.2, with
somewhat lower values for basins with steeper slopes. The constant is considered to
include the effects of slope and storage. The value of 4 is assumed to be constant for
a given drainage area, but allowance is made for the use of different values of lag for
different types of storms. The relation is considered applicable to drainage areas
ranging in size from 10 to 10,000 mi'�.

In a study of sewered areas ranging in size from 0.22 to 7.51 mi2, Eagleson22
developed the equation

L
t , : -" '  

( l .5  /n)R2/3 st /2
( 1 1 . 6 )

where tr :

L :

lag time, the center of mass of rainfall excess to the peak discharge
(sec)

the mean travel distance (ft), which is equal to the length of that portion
of the sewer which flows full

n : the weighted Manning's coefficient for the main sewer

{ : the weighted hydraulic radius of the main sewer flowing full
S : the weighted physical slope of the main sewer

Eagleson's equation directly includes the effects of channel geometry and slope, as
well as basin shape, and thus represents a refinement of the Snyder approach. It also
indirectly includes the important effect of the storm pattern.
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Linsley and Ackerman give examples of application of the following modified
form of Snyder's equation.24

t,: C,+! (rr.1)

where s is a weighted slope of the channel and the other variables are as defined
previously.

Other investigators have represented time lag by equations of the form

( 1  1 . 8 )

Numerous other derivations of relations for watershed lag times can be found in
standard hydrologic texts and periodical literature. Others are included with some of
the synthetic unit hydrograph discussions in Chapter 12.

r Summary

Understanding the structure of hydrographS is important to many design and water
supply applications. The hydrograph represents the portion of the hydrologic cycle
that engineers most often need in order to determine rates of flow in streams for setting
bridge lengths and elevations, designing flood protection measures, and establishing
areal extent of flooding. Similarly, the volume of drainage into a reservoir or past a
water supply diversion is determined from the area under the hydrograph. Accurate
estimates of these volumes are important to design of dams, reservoirs, pipelines, and

' numerous other structures.
After grasping the fundamentals of hydrograph components, including the time

relationships presented in this chapter, the reader should be well prepared for the
quantitative developments of hydrograph theory and applications presented through-
out Chapters 12 through 16 and in Part Five.

PROBLEMS

11.1. Refer to Fig. 11.1. Replot this hydrograph and use two different techniques to separate
the base flow.

11.2. Obtain streamflow data for a water course of interest. Plot the hydrograph for a major
runoff event and separate the base flow.

11.3. For the event of Problem I1.2, tabtlate the precipitation causing the surface runoff
and determine the duration of runoff-producing. rain. Estimate the time of concentra-
tion and use Eq. I 1 .4 to estimate the time base of the hydrograph. Compare this with
the time base computed from the hydrograph.

11.4. Tabulated below are total hourly discharge rates at a cross section of a stream. The
drainage area above the section is 1.0 acre.
a. Plot the hydrograph on rectangular coordinate paper and label the rising limb

(concentration curve), the crest segment, and the recession limb.

t t=  K+
V s
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b. Determine the hour of cessation of the direct runoff using a semilog plot of Q versus

time.
c. Use the base flow portion of your semilog plot to determine the groundwater

recession constant K,
d. Carefully construct and label base flow separation curves on the graph of Part a,

using two different methods.

Time (hr) Q (cfs) Time (hr) @ (cfs)

2lo
150
105
75
60
54
48.5
43.5

102
100
98

220
512
630
460
330

0
1
2
3
I

5
6
7

A

6.
7 .
8 .
9 .

10 .

5 .

8
9

l0
1 1
t2
I J

t4
1 5

11.5.

11.6.

REFERENCES

On a neat sketch of a typical total runoff hydrograph, show or dimension the (a) storm

hyetograph, (b) beginning ofdirectrunoff, (c) cessationtime ofdirectrunoff' (d) base

fllw separation assuming that additional contributions to base flow are negligible

during ihe period of rise, and (e) crest segment of the hydrograph'

For an urban watershed assigned by your instructor, obtain measures of the watershed

area, length, and slope, and compare estimates of the time of concentration using the

Kirpich, USBR, FAA, and SCS Lag equations in Table 11.1'
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Chapter 12

Unit Hydrographs

r Prologue

The purpose of this chapter is to:

. Define unit hydrographs and show their utility in hydrologic studies and de-
sign.

. Develop fully the current methods of obtaining, analyzing, and synthesizing
unit hydrographs.

. Present methods for converting unit hydrographs for one storm duration to
other storm durations.

Ways to predict flood peak discharges and discharge hydrographs from rainfall events
have been studied intensively since the early 1930s. One approach receiving consider-
able use is called the unit lrydrograph method.

12.1 UNIT HYDROGRAPH DEFINITION

The concept of a unit hydrograph was first introduced by Shermant'z in 1932. He
defined a unit graph as follows:2

Ifa given one-day rainfall produces a 1-in. depth ofrunoffoverthe given drainage area,
the hydrograph showing the rates at which the runoff occurred can be considered a unit
graph for that watershed.

Thus, a unit hydrograph is the hydrograph of direct runoff (excludes base flow)
for any storm that produces exactly 1.0 inch of net rain (the total runoff after abstrac-
tions). Such a storm would not be expected to occur, but Sherman's assumption is that
the ordinates of a unit hydrograph are t.O/P times the ordinates of the direct runoff
hydrograph for an equal-duration storm with P inches of net rain.

The term "unit" has to do with the net rain amount of 1.0 inch and does not mean
to imply that the duration of rain that produced the hydrograph is one unit, whether
an hour, day, or any other measure of time. The storm duration, X, that produced the
unithydrograph must be specified because a watershed has a different unit hydrograph
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for each possible storm duration. An X-hour unit lrydrograp,h is defined as a direct
runoff hydrograph having a 1.0-in. volume and resulting from anX-hour storm having
a net rain rate of 1,/Xin.lhr. Az-hr unit hydrograph would have a 1.0-in. volume
produced by a 2-hq storm, and a 1-day unit hydrograph would be produced by a storm
having 1.0 in. of eicess rain uniformly produced during a 24-hr period. The value X
is often a fraction. Figure 12.1 illustrates a2-ltr,l2-hr, and24-hrwthydrograph for
a given watershed.

24hr )z nl

T

( c )

Figure 12.1 Illustration of 2-br, I2-hr, and 24-ht unit
hydrographs for the same watershed (Note: a : b : c :

1 '  X A) .

189

t

(b)
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By Sherman's assumption, application of an X-hour unit graph to design rainfall
excess amounts other than 1 in. is accomplished simply by multiplying the rainfall
excess amount by the unit graph ordinates, since the runoff ordinates for a given
duration are assumed to be directly proportional to rainfall excess. A 3-hr storm
producing 2.0 in, of net rain would have runoff rates 2 times the values of the 3 -hr unit
hydrograph. One-half inch in 3 hr would produce flows half the magnitude of the 3-hr
unit hydrograph. This principle of proportional flows is expanded in Section 12.3 and
applies only to equal duration storms.

Implicit in deriving the unit hydrograph is the assumption that rainfall is dis-
tributed in the same temporal and spatial pattern for all storms. This is generally not
true; consequently, variations in ordinates for different storms of equal duration can
be expected.

This chapter is organized to define unit hydrographs first, then present methods
of deriving unit hydrographs from actual rainfall and runoff records (Section 12.2).
After familiarizing the reader with the origin of unit hydrographs, Section I2.3 pre-
sents methods of applying unit hydrographs to generate direct runoff hydrographs for
any storm with durations that are multiple integers of the U.H. duration.

The construction of unit hydrographs for storms with other than integer multi-
ples of the derived duration is facilitated by a method known as the S-lrydrograph
developed by Morgan and Hulinghorst.3 The procedure, as explained in Section 12.4,
employs a unit hydrograph to form an S-hydrograph resulting from a continuous
applied rainfall. The need to alter duration of a unit hydrograph led to studies of the
shortest possible storm duration-the instantaneous unit rainfall. The concept of
instantaneous unit hydrograph (IIJH) is traced to Clark6 and can also be used (Sec-
tion 12.5) is constructing unit hydrographs for other than the derived duration.

The previous discussion assumes that the analyst has runoff and rainfall data for
deriving a unit hydrograph for the subject watershed. The application of unit hy-
drograph theory to ungauged watersheds received early attention by Snydera and also
by Taylor and Schwartz,5 who tried to relate aspects of the unit hydrograph to water-
shed characteristics. As a result, a full set of synthetic unit-hydrograph methods
emerged. A number of these are presented in Section 12.6.

12.2 DERIVATION OF UNIT HYDROGRAPHS FROM
STREAMFLOW DATA

Data collection preparatory to deriving a unit hydrograph for a gauged watershed can
be extremely time consuming. Fortunately, many watersheds have available records of
streamflow and rainfall, and these can be supplemented with office records of the
Water Resources Division of the U.S. Geological Survey.T Rainfall records pay be
secured from Climatological Datas published for each state in the United States by the
National Oceanic and Atmospheric Administration (NOAA). Hourly rainfall records
for recording rainfall stations are published as a Summary of Hourly Observations for
the location. Summaries are listed for approximately 300 first-order situations in the
United States.

To develop a unit hydrograph, it is desirable to acquire as rnany rainfall records
as possible within the study area to ensure that the amount and distribution of rainfall
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over the watershed is accurate$ known. Preliminary selection of storms to use in
deriving a unit hydrograph for a watershed should be restricted to the following:

1. Storms occurring individually, that is, simple storm structure.
2. Storms having uniform distribution of rainfall throughout the period of

rainfall excess.
3. Storms having uniform spatial distribution over the entire watershed.

These restrictions place both upper and lower limits on size of the watershed to be
employed. An upper limit of watershed size of appro5imately 1000 mi2 is overcau-
tious, although general storms over such areas are not unrealistic and some studies of
areas up to 2000 mi2 have used the unit-hydrograph technique. The lower limit of
watershed extent depends on numerous other factors and cannot be precisely defined.
A general rule of thumb is to assume about 1000 acres. Fortunately, other hydrologic
techniques help resolve unit hydrographs for watersheds outside this range.

The preliminary screening of suitable storms for unit-hydrograph formation
should meet more restrictive criteria before further analysis:

1. Duration of rainfall event should be approximately 10-30 percent of the
drainage area lag time.

2. Direct runoff for the selected storm should range from 0.5 to 1.75 in.
3. A suitable number of storms with the same duration should be analyzed to

obtain an average of the ordinates (approximately five events).
Modifications may be made to adjust different unit hydrographs to a single
duration by means of S-hydrographs or IUH procedures.

4. Direct runoff ordinates for each hydrograph should be reduced so that each
event represents 1 in. of direct runoff.

5. The final unit hydrograph of a specific duration for the watershed is obtained
by averaging ordinates of selected events and adjusting the result to obtain
1 in. of direct runoff.

Constructing the unit hydrograph in this way produces the integrated effect of
runoff resulting from a representative set of equal duration storms. Extreme rainfall
intensity is not reflected in the determination. If intense storms are needed, a study of
records should be made to ascertain their influence upon the discharge hydrograph by
comparing peaks obtained utilizing the derived unit hydrograph and actual hydro-
graphs from intense storms.

Essential steps in developing a unit hydrograph for an isolated storm are:

l. Analyze the streamflow hydrograph to permit separation of surface runoff
from groundwater flow, accomplished by the methods developed in Sec-
t ion l  1.4.

2. Measure the total volume of surface runoff (direct runoff ) from the storm
producing the original hydrograph. This is the area under the hydrograph
after groundwater base flow has been removed.

3. Divide the ordinates of the direct runoff hydrograph by total direct runoff
volume in inches, and plot these results versus time as a unit graph for the
basin.

\-
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4. Finally, the effective duration of the runoff-producing rain for this unit
graph must be found from the hyetograph (time history of rainfall intensity)
of the storm event used.

Procedures other than those listed are required for complex storms or in devel-
oping synthetic unit graphs when data are limited. Unit hydrographs can also be
transposed from one basin to another under certain circumstances. An example illus-
trates the derivation of a unit hydrograph.

EXAMPLE I2.1

Using the total direct runoff hydrograph given in Fig. I2.2, derive a unit hydrograph
for the l7I5 ac drainage area.

Solution

1. Separate the base or groundwater flow to get the total direct runoff hy-
drograph. A common method is to draw a straight line AC that begins when

2-hr rainfall duration

I
I

*zTotal precipitaion = 4.2 in.

1 l t2

500

400o
FA

) o l

Time (hr)

300

200

.100

0
3 4 5 6 7 8

Time (hr)

Dfuect runoff duration

Figure 12.2 Illustration of the derivation of a unit hydrograph
from an isolated storm.

Directrunoff. /T\ *zTotal directrunotf of

o r d i n a t e  Y l  \  l . 4 l 5 i n . o n 1 7 1 5 a c

2-hr unit hydrograph of
l.u rn. on I / I) ac

Basef-tow / / \,
Base flow
separatlon

/^ t'-# -j
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the hydrograph starts an appreciable rise and ends where the recession curve
intersects the base flow curve. The important point here is to be consistent in
methodology from storm to storm.

2. The depth of direct runoff over the watershed is calculated using

> (DR x Ar) _ 2447 cfs-hr : 1 4"
area  l7 l5  ac  

-  ' ' * ( r2.r )

where DR is the average height of the dfuect runoff ordinate during a chosen
time period Ar (in this case A/ : 1 .0 hr) . The values of DR determined from
Fig. I2.2 are listed in Table 12.1.

3. Compute ordinates of the unit hydrograph by using

(r2.2)

where Q, : the magnitude of a hydrograph ordinate of direct runoff
having a volume equal to % (in.) at some instant of time
after start of runoff

Q, : the ordinate of the unit hydrograph having a volume of 1 in.
at some instant of time

In this example the values are obtained by dividing the direct runoff ordi-
nates by 1.415. Table 12.1 outlines the computation of the unit-hydrograph
ordinates.

4. Determine the duration of effective rainfall (rainfall that actually produces
surface runoff). As stated previously, the unit hydrograph storm duration

TABLE 12,1 DETERMINATION OF A 2.HR UNIT HYDROGRAPH
FROM AN ISOLATED STORM

8 "  _ Q ,
v, 1

( 1 )

Time
(hr)

(2)

Runoff
(cfs)

(3)

Base flow
(cfs)

(4)
Direct

runoff, (2)-(3)
(cfs)

(5)
2-hr unit hydrograph
ordinate, (4) + 1.415

(cfs)

I  110
2 t22
3 230
4 578
4.7 666
5 645
6 434
7 293
8 202
9 160

10 1t7
10.5 105
l t  90
t2 80

t 1 0
t 1 0
t 1 0
1 1 0
1 1 0
1 1 0
1 1 0
1 1 0
1 1 0
1 1 0
1 r 0
105
90
80

0
t2

120
468
556
535
324
183
92
50
7
0
0
0

0
8.5

84.8
i - l  I

393
379
229
129
65.0
35.3
4.9
0
0
0
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should not exceed about 25 percent of the drainage atea lag time' but
violates this rule for the example. From Fig. 12.2, the rain duration is 2 hr.

5. Using the values from Table I2.1, plot the unit hydrograph shown in
Fig. 12.2. r I

12.3 UNIT HYDROGRAPH APPLICATIONS BY LAGGING METHODS

Once an X-hr unit hydrograph has been derived from streamflow data (or synthesized
from basin parameters, Section 12.6) it can be used to estimate the direct runoff

hydrograph shape and duration for virtually any rain event. Applications of the X-hr

UH to other storms begins withlagging procedures, used for storms having durations

that are integer multiples of the derived duration. Applications to storms with frac-

tional multiples of X, known as S-hydrograph and IUH procedures, are discussed in

Sections 12.4 and 12.5.
Because unit hydrographs are applicable to effective (net) rain, the process of

applyrng UH theory to a storm begins by first abstracting the watershed losses from

the precipitation hyetograph, resulting in an effective rain hyetograph' Any of the
procedures detailed in Chapter 4 can be applied. The remainder of this discussion

assumes that the analyst has already abstracted watershed losses from the storm.
If the duration of another storm is an integer multiple of X, the storm is'treated

as a series of end-to-end X-hour storms. First, the hydrographs from each X increment
ofrain are determined from the X-hour unit hydrograph. The ordinates are then added

at corresponding times to determine the total hydrograph.

EXAMPLE 12.2

Discharge rates for the 2-hr unit hydrograph shown in Fig' I2.3 are'.

Time (hr)

O (cfs)

Develop hourly ordinates of the total hydrograph resulting from a 4-hr design storm

having the following excess amounts:

4 5 6
100 50 0

0 1 2 3
0 100 250 200

Hour
Excess (in.)

1
Q.5

4
1 .0

L J

0.5 1.0

Solution. The 4-hr duration of the design storm is an integer multiple of the

unit hydrograph duration. Thus, the total hydrograph can be found by adding the

contributions of two 2-hr increments of end-to-end rain, as shown inFig. l2'3c.
The first 2-hr storm segment has 1.0 in. of net rain and thus reproduces a unit

hydrograph. The second 2-hr storm segmenthas 2.0in. of netrain (in 2 hr);thus
its ordinates are twice those of a 2-hr unit hydrograph. The total hydrograph,
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Fig.12.3e, is found by summing the fwo contributions at corresponding times.
Note in Fig, 12.3d that runoff from the second storm begins when the second
rain begins, not at the beginning of the first storm. r I

This method of "lagging" is based on the assumption that linear response of the
watershed is not influenced by previous storms-that is, one can superimpose hydro-
graphs offset in time and the flows will be directly additive. The simplest way to
develop composite direct runoff hydrographs for multiple-hour storms is in a spread-
sheet. Care must be taken, however, in visually confirming, as in Example I2.2, that
the start and end points of runoff from each contributing X-hr increment of rain are
properly selected. A common error is to lag each additional contributing hydrograph
by Ar, the time interval between readings, rather than X, the associated duration with
the given unit hydrograph. Also, the multiplier for the UH ordinates must be the net
rain occurring in X hours, not the rain occurring in the time increment A/. Exam-
ple I2.3 illustrates these points.

EXAMPLE 12.3

Using the derived 2-hr lunit
hydrograph for a 4-hr. storm

hydrograph in Table 12.1,
having the following excess

determine the direct runoff
rain amounts:

Solution

1. Tabulate the unit hydrograph at intervals of the selected time interval, A/, as
shown inTable 12.2.

Hour I 2

Excess rain. in. o.7 0.7 t .2 1.2

TABLE 12.2 UNIT HYDROGRAPH APPLICATION OF EXAMPLE 12.3

Time
(h0

Effective
rainfall

( in.)

Unit
hydrograph

(cfs)

Contrib.
of first

2-hr rain
UH X  1 .4 '

Contrib.
of second
2-hr rain

uH x 2.4'�

Total
outflow

hydrograph
(cfs)

0
I
2
J

4
5
6
7
8
9

10
1 l
t2

0.7
0.7
1.2
1.2 

"

0
8.5

84.8
J J I

379
229
129
65
35.3
4.9
0

0
I1 .9

l19
463
531
321
181
91
49.4
6.9
0

0
20.4

203
794
910
550
3 1 0
156
84.7
1 1 . 8
0

0
11.9

1 1 9
483
734

1  1 1 5
1091
641
359
163
84.7
I  1 .8
0
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2. Determine the correct UH multiplier for each X-hr interval. Because X is

2 hrs for this example, the first two hours of the storm produce a total net

rain of 1.4 inches. Similar$, the last two hours of the storm produce

2.4 inches of net rain.
3. Determine the correct start and end times for each of the two hydrographs

and tabulate the contribution of the l.4-inch and 2.8-inch rains at the

appropriate lag times. Because the second X-hr storm started at / : 3 hrs,

runoff for this-storm cannot begin until / : 3 hrs as shown inTable I2'2.

4. Add the contributions at each time to determine the total runoff hydrographs

for the 4-hr storm.
5. Check the tabular solution by plotting each of the two hydrographs and sum

the ordinates at each /, as shown inFig.I2'4' rr

In addition to using a given X-hr UH for determining the runoff hydrograph for

a given storm, tagging of ttt" X-hr UH can be used to develop other duration unit

hyirographs. The pioCedure is the same as applying the X-hr UH to 1.0 in. of net rain

in f nouri. As earlier, Y must be an integer multiple of X. For example, if a 1-hr unit

hydrograph is available for a given watershed, a unit hydrograph resulting from a 2-hr

siorm-is tbtained by plotting two L-hr unit hydrographs, with the second unit hy-

drograph lagged t hr, adding ordinates, and dividing by 2' This is demonstrated in

nigl ti.S, riliere the dashed line rept"sents the resulting2-ht unit hydrograph' Thus

the t in. of rainfall contained in the original 1-hr duration has been distributed over

a Z-hr period.

Time units

Figure 12.4 Synthesized hydrograph for'Example 12'3

derived by the unit hydrograph method'

\_

t 2 3 4 5 6 7 8 9 1 0 1 1 1 2
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Figure 12.5 Unithydrographlaggingprocedurero
develop another unit hydrograph.

Modifications of the original unit-hydrograph duration can be made so that two
1 -hr unit hydrographs are used to form a 2-hr unit hydrograph; two 2-hr unit hydro-
graphs result in a 4-fu diagram, and so on. Care must be taken not to mix durations
in the lagging procedure, since errors are introduced; a l-hr and a}-hr unit hy-
drograph do not represent a 3-hr unit hydrograph. Lagging procedure is therefoie
restricted to multiples of the original duration according to the expression

D1 :  nD ( I2 .3 \

where Dl : the possible durations of the unit hydrograph by lagging methods
D : the original duration of any given unit hydrograph
f l :  I , 2 , 3 , . .  .

12.4 S.HYDROGRAPH METHOD

The S-hydrograph method overcomes restrictions imposed by the lagging method and
allows construction of any duration unit hydrograph. By observing the lagging system
just described, it is apparent that for a l-hr unit hydrograph, the l-in. rainfall excess
has an intensity of 1 in./hr, whereas the 2-hr unit hydrograph is produced by a rainfall
intensity of 0.5 in./hr. Continuous lagging of either one of these unit hydrographs is
comparable to a continuously applied rainfall at either 0.5 in./hr or 1 in./hr intensity,
depending on wfuch unit hydrograph is chosen.

As an example, using the 1-hr unit hydrograph, continous lagging represents the
direct runoff from a constant rainfall of 1 in./hr as shown in Fig. r2.6a. The cumula-
tive addition of the initial unit hydrograph ordinates at time intervals equal to the unit
storm duration results in an S-hydrograph (see Fig. r2.7). &aphically, construction
of an s-hydrograph is readily accomplished with a pair of dividers. The maximum

l-hr unit hydrogaph

2-hIunithy&ogaph

Time
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*l Dhr

l-
(a)

Figure 12.6 S-hydrograph method.

discharge of the S-hydrograph occurs at a time equal to D hours less than the time base
of the initial unit hydrograph as shown inFig. 12.6a.

To construct a pictorial 2-hr unit hydrograph, simply lag the first S-hydrograph
by a second S-hydrograph a time interval equal to the desired duration. The difference
in S-hydrograph ordinates must then be divided by 2. Any duration r unit hydrograph
may be obtained in the same manner once another duration D unit hydrqgraph is
known. Simply form a D-hr S-hydrograph; lag this S-hydrograph f hr, and multiply the
difference in S-hydrograph ordinates by D/t. Accuracy of the graphical procbdure
depends on the scales chosen to plot the hydrographs. Tabular solution of the S-
hydrograph method is also employed, but hydrograph tabulations must be at intervals
of the original unit.hydrograph duration.

Given the following 2-hr unit hydrograph, use S-hydrograph procedures to construct
a 3-hr unit hydrograph.

Time (hr)

0 (cfs)

Solution. The 2-hr unit hydrograph is the runoff from a 2-hr storm of 0.5
in./hr. The S-hydrograph is formed from a net rain rate of 0.5 in./hr lasting
indefinitely as shown in Fig. 12.6a. Its ordinates are found by adding the 2-hr
unit-hydrograph (UH) runoff rates from each contributing 2-hr block of rain:

*l

EXAMPLE 12.4

4 5 6
100 50 0

o -  |  2  3
0 100 250 200

D-hr S-hydrograph lagged t hr

Time
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u0

Figure 12.7 S-hydrograph.

200

,//

i/
i

I
I

a
90

Time (min.)

3rd 2-hr2nd Z-hr

To find a 3.-hr hydrograph, the S-curve is lagged by 3 hr and subtracted as shown
in Fig. 12.6b. This results in a hydrograph from a 3-hr storm of 0.5 in./hr, or
1.5 in. total. Thus the ordinates need to be divided by 1.5 to produce the 3-hr
unit hydrograph:

-'{.3

S-hydrograph
Time
(h0 1st 2-hr

0
100

' 250
300
350
350

0 350
100 350
250 350

0
100
250
200
100

0
100
250
200
100
50
0

0
100
250
200
100

5n

0

0
I
z

3
4

5
6
7
8
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Time
(hr)

Lagged
S-hydrograph

3-hr Unit
hydrographS-hydrograph Difference

0
67

167
200
167

. 6 7
33
0

12.5 THE INSTANTANEOUS UNIT HYDROGRAPH

The unit-hydrograph method of estimating a runoff hydrograph can be used for storms
of extremely short duration. For example, if the duration of a storm is 1 min and a unit
volume of surface runoff occurs, the resulting hydrograph is the 1-min unit hy-
drograph. The hydrograph ofrunofffor any 1-min storm ofconstant intensity can be
computed from the l-min unit hydrograph by multiplying the ordinates of the 1-min
unit hydrograph by the appropriate rain depth. A storm lasting for many minutes can
be described as a sequence of 1-min storrns (Fig. 12.8). The runoffhydrograph from
each l-min storm in this sequence can be obtained as in the preceding example. By
superimposing the runoff hydrograph from each of the l-r.nin storms, the runoff
hydrograph for the complete storm can be obtained.

From the unit hydrograph for any duration ofuniform rain, the unit hydrograph
for any other duration can be obtained. As the duration becomes shorter, the resulting
unit hydrograph approaches an instantaneous unit hydrograph. The instant4neous unit
hydrograph (IUH) is the hydrograph of runoff thaf would result if 1 in. of water were
spread uniformly over an area in an instant and then allowed to run off.e

To develop an IUH, any I in.lhr S-hydrograph must first be obtained. The
resulting S-curve is lagged by the interval Ar to develop a Ar-hour unit hydrograph.
The resulting At-hour unit graph becomes an IUH when Ar is set to 0.0 in the limit.

If a continuing 1 in./hr excess storm produces the original and lagged S-
hydrographs of Fig. 12.6b, the Ar-hour unit hydrograph is the difference between the
two curves, divided by the amount of excess rain depth in A/ hours, or

Q,(Lt-hr UH) : Q o -  Q " (r2.4)
I L t

The Qo - Q" dtfferences are divided by I Lt to convert from a storm with 1Al inches
in Al hours to one with 1.0 in. in At hours, which is the definition of a Ar-hour unit
graph.

As Ar approaches zpro, Eq. 12.4 becomes

0
100
250
300
350
350
350
350

0
1
2
3
4
5
6
7

0
100
250
300
250
r00

' 5 0

0

0
100
250
300
350

!as
I d t0,(ruH) : (12.s)



202 CHAPTER 12 UNIT HYDROGRAPHS

Figure 12.8 Unit-hy&ograph description of the runoff
process. (a) Unit hydrograph; (b) a sequence of l-min
storms; (c) superposition of runoff hydrographs for each of
the l-min storms. (After Schaake.e)

which shows that the flow at time I is proportional to the slope of the S-hydrograph
at time r. In applications, the slope is approximatedby LQ/A,I, and the IUH ordinates
can be estimated from pairs of closely spaced points of the S-hydrograph.

Ifan IUH is supplied, the above process can be reversed, and any X-hour unit
graph can be found by averaging IUH florvs at X-hr intervals, or

Q,(X-tu UH) : 1(IUH, + IUH,_X) {r2.6)
Use of this approximate equation is allowed for small X values and permits
direct calculation of a unit graph from an IUH, bypassing the normal S-hydrograph
procedure.
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Given the following 1.0 in./hr S-hydrograph, determine the IUH, and then use it to

estimate a 1-hr UH.

Time (hr)
S-curve (cfs)

2.5 3.0 3.5 4.0
650 700 750 800

1.0 1.5 2,0
200 450 500

0 0.5
0 5 0

Solution. The IUH is found from Eq. l2.5.The slope at time r is approximated

bY (Q,*o., - Q,-o)lLt

IUH = AQlAf

The 1-hr uH is obtained from F,q.12.6, using readings at 1-hr intervals:

l uHf luHr_1 1-hr UH

The reader should verify that the 1-hr UH obtained through use of the IUH is

approximately t[e same as that obtained by lagging the S-hydrograph t hr, subtract-

ing, and converting the difference to a 1-hr UH.
The ordinates of the IUH represent the relative effect of antecedent rainfall

intensities on the runoff rate at any instant of time. By plotting the IUH with time

increasing to the left rather than to the right (see Fig. I2.9), and then superimposing

this plot over the rainfall hyetograph (plotted with time increasing to the right as in
pig.iZ.g),the'relative weight given to antecedent rainfall intensities (as a function of

time into the past) is easily observed. In other words, the runoff rate at any time is

0
200
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200
200
100
100
50
0
0

0
J U
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700
750
800
800
800

0
0.5
1
1 .5
2
2.5
3
3.5
+
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0
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0
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Figure 12.9 Calculation of runoff rates with the instantaneous unit hy-
drograph. The runoff rate at arry time is a weighted average of the antecedent
rainfall intensities. The time-reversed image of the instantaneous unit hy-
drograph represents the weighting furtction. (After Schaake'v)

computed as a weighted average of the previous rainfall intensities. Therefore, the

computed runoff hydrograph is the weighted, moving average of.the rainfall pattern

and itre weighting irtt"iiott is the time-reversed image of the unit hydrograph'e

Statedmathematically, the runoff rate at any time is given by the convolution

integral

(r2.7)

Time-reversed image
of the instantaneous
unit hydrograph

Time into the past

Antecedent iainfall intensities

o o = [ ; f @ x i ( t - r ) d r

Q(A : - r)dr

l l :



where Q(t) : the surface runoff rate at time t
f(r) : the ordinate of the IUH at time r

i(t - r): the rainfall inten'sity (after abstraction of the appropriate
infiltration losses) at time t - r

The variable 7 represents time into the past so that time r - r occurs before time r.
The limits on the integral allow r to vary between a past and present time (i.e., r : 0,
t - r : 0)' The integral gives a continuous weighting of prbvious rainfall intensities
by the ordinates of the IUH.

12.6 SYNTHETIC UNIT HYDROGRAPHS

As previously noted, the linear characteristics exhibited by unit hydrographs rf6i a
watershed are a distinct advantage in constructing more complex rto.- Oir.fruig.
hydrographs. Generally, however, basic streamflow and rainfall data arcnot available
to allow construction of a unit hydrograph except for relatively few watersheds;
therefore, techniques have evolved that allow generation of syithetic unit lrydro-
graphs.

Gamma Distribution

The shapes of hydrographs often closely match a two-parameter gamma function,
given by
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xoe-*/B

B"+l f (d + 1)
(12.8)f(x) :

where 0 ( r ( m. The parameter a is a dimensionless shape factor (must be greater
tltul - 1), and B is a positive scale factor having the same units as x and contiolling
the base length. The product of a and B gives the value -r corresponding to the apexl
or maximum value ofl(x). For a ) 1, the distribution has a single upe* und'plot,
similar to hydrograph shapes, as shown in Fig. 12.10. The dislribution mein is
F@ + 1), and variance is p2(a + I).

. Many of the synthetic unit hydrograph procedures result in only three to five
points on the hydrograph, through which a smooth curve must be fitted. In addition
to the requirement that the curve passes through all the points, the area under the
hydrograph must equal the runoff volume from one unit of rainfall excess over the
watershed. This latter requirement is often left unchecked and can result in consider-
ablg errors in performing calculations through the use of ordinates of a hydrograph
that do not represent a "unit" of runoff.

The most useful feature of the gamma distribution function (explained in greater
detail later) is thit it guarantees a unit area under the curve. It can conveniently be
used to synthesize an entire hydrograph if the calculated peak flow rate eo and its
associated time to are known. This uses a procedure developed by Aron und'White.ro

If time r is substituted for x in Eq. 12. g, the time to peak to is aB. At this point,
the function/(r) equals the peak flow rate e,, or

o, : f f i= f f r r *1 (r2.e)
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1.0

0

Figure 12.10
values.

B--1

x

Gamma function shapes for various shape and scale parameter

where C, A is the unit volume of runoff from a basin with arca A. The conversion factor

C, = 1.008 is selected to make @(a) dimensionless.
The function f(a) is shown by Aron and white to be related to a by1l

a :  0.045 + 0.5d + 5.6Q2 + 0303 (12.10)

Collins shows that this can be approximated reasonably well in the range 1 ( a ( 8

byt '

(r2.Lr)

(r2.r2)

q . : 0 5 Q + 5 . 9 0 2

Combining this with F,q. 12.9 *tu"t 
, to:osf f i . tn (H) '

To fit a unit graph using Eqs. I2.9 and 12.12, the peak flow rate and time must

be estimated. Several of the methods described subsequ-ntly allow this. Next. @(a) is

found from Eq.12.9, and a from Eq.12.10 ot l2.Il. The unit hydrograph can now

be constructed by calculating Q at any convenient multiple, a, of to. Substituting alo

for x in Eq. 12.8 gives the flow at t : atp as

-  Qoto:  QraoeQ-o)"

which can be solved for all the flow rates of the hydrograph.

The peak flow rate for the unit hydrograph of a 36,000-acre watershed is 1720 cfs and

o".oi, 12 hr following the initiation of runoff. Use Eq. 12.8 to synthesize the rest of

the hydrograph.

(r2.r3)

EXAMPLE 12.6
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Solution. From Fq. 12.9,

6@) :
r720(12) : 0.571.008(36,000)

From Eq. 12.10 (and t2.It),
q . : 2 . 2

The hydrograph is then found from Eq. L2.I3:

Q*, : 17 20a2'2 e2'2(r- a)

Solving for a few points, we obtain the followine values:

10.0 t = afo(hr) O(ctu)

0
t t25
1720
876

9
0

sufficient intermediate points should be generated to define the entire shape of
the hydrograph. tl

Time, r

F'igure 12.11 Snyder's synthetic unit hydrograph.
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Snyder's Method

one- technique employed by the corps of Engineersl3 and many others is based on
methods developed by Snydera and expanded by Taylor and 3chwartz.s It allows
computation of lag time, time base, unit_hydrograph duration, peak discharge,, and
hydrograph time widths at 50 and 75 perceni of peuk flor. ny uring tttese seven points,
a sketch of the unit hydrograph is obtained, rig.lz.rt,and cleckel to see if it contains
1 in. of direct runoff.

Alternate recessions I

to produce 1.0 in. ofrunoff
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Time to Peak Snyder's method of synthesizing a unit hydrograph assumes that the
peak flow rate occurs at the watershed lag, estimated from Eq. 11.5. Its location is
established as shown on Fig. 12.11. The lag time and peak discharge rate are both
correlated with various physiographic watershed characteristics. For the lag time, the
variables L and L"o for Eq. 11.5 are estimated from map measurements, and C, is
developed for the locale, using Snyder's estimates or other sources. Table L2.3 summa-
rizes a variety of C, values for various regions.

It is assumed that lag time is a constant for a particular watershed-that'is,
uninfluenced by variations in rainfall intensities or similar factors. The use of L"o
accounts for the watershed shape, and C, takes care of wide variations in topography,
from plains to mountainous regions.

Steeper slopes tend to generate lower values of C,, with extremes of 0.4 nqtec

in Southern California and 8.0 along the Gulf of Mexico and Rocky Mountains. W{ren
snowpack accumulations influence peak discharge, values of C' will be between one
sixth to one third of Snyder's values.

Time Base The time base of a synthetic unit hydrograph (see Fig. 12.11) by
Snyder's method is

t , : ? (r2.r4)

where t6 : the base time of the synthetic unit hydrograph (days)
t1: the lag time (hr)

TABLE 12.3 TYPICAL SNYDER'S COEFF|CIENTS FOR U.S. LOCALITIES

Location Range of C, Average Cr Range of Co Average Co

, t l
T ;

6

Appalachian Highlands

West Iowa

Southern California
Ohio
Eastern Gulf of Mexico

Central Texas
North and Mid-Atlantic states

Sewered urban areas

Mountainous watersheds

Foothills areas
Valley areas
Easlern Nebraska
Corps of Engineers training course

Great Plains
Rocky Mountains

SW desert
NW coast and Cascades

21 urban basins
Storm sewered areas

t .8-2.2
0.2-0.6

0.6-0.8

0.4-2.3

0.2-0.5

0.4-1.0
0.4-8.0
0.8-2.0
1 .5-8 .8
0;t -1.9
2.0-4.4
0.3-0.9
0.2-0.3

2.0
o.4
0.4
0.7
8.0
1 . 1

0.6/\4"
0.3
1.2
o ;7
0.4
0.8

0.3-0.9
1.3

1,4
3 .1
0.6
0.2

0.4-0.8
0.7-1.0

0.6-0.7

0.3-1.2

0.1-0.6

0.5-1.0

0.6
0.8
0.9
0.6
0.6
0.8

0.3

0.8

"Channel slope S
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Equation L2.14 gives reasonable eslimates for large watersheds but will produce
excessively large values for smaller areas. A general rule of thumb for small areas is
to use three to five times the time to peak as a base value when sketching a unit
hydrograph. In any event, the time base should be adjusted as shown in rig. tz.lt
until the area under the unit hydrograph is 1.0".

Duration The duration of rainfall excess for Snyder's synthetic unit-hydrograph
development is a function of lag time

tt
l -  -  -'  5 .5

(r2.1s)

where /, : duration of the unit rainfall excess (hr)
t1 : the lag time from the certtroid of unit rainfall excess to the peak of thb

unit hydrograph

This synthetic technique always results in an initial unit-hydrograph duration equal to
fi/5.5.However, since changes in lag time occur with changes in duration of tlie unit
hydrograph, the following equation was developed to allow lag time and peak dis-
charge adjustments for other unit-hydrograph durations.

t m : h + 0 . 2 5 ( t * - t ) (r2.16)
where t1p : the adjusted lag time (hr)

tt : the original lag time (hr)
to: the desired unit-hydrograph duration (hr)
t, - the original unirhydrograph duration : t,/5.5 (hr)

Peak Discharge If one assumes that a given duration rainfall produces 1 in. of
direct runoff, the outflow volume is some relatively constant percentage of inflow
volume. A simplified approximation of outflow volume is r, X er, and the equation
for peak discharge can be written

640CPA
V r :  - -  

-
Ltn

(12.r7)

where Qp : peak discharge (cfs)
C" : the coefficient accounting for flood wave and storage conditions; it is

a function of lag time, duration of runoff ptoducing rain, effective area
contributing to peak flow, and drainage area

A : watershed size (mi2)
tp : the lag time (hr)

Thuspeak dischargetan be calculated given lag time and coefficient ofpeak discharge
C.. Values for Cp range from 0.4 to 0.8 and gengrally indicate retention or storage
capacity of the watershed. Larger values of C" are generally associated with smaller
values of C,. Typical values are tabulated inTable 12.3.

Hydrograph Construction From Eqs: 1I.5, lZ,I4, I2.I5, and, 12.1,7 plot three
points for the unit hydrograph and sketch a synthetic unit hydrograph, remembering
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that total direct runoff amounts to 1 in. An analysis by the Corps of Engineers (see

Fig. 12.12) gives additional assistance in plotting time widths for points on the hy-

drograph located at 50 and 75 percent ofpeak discharge.l3 As a general rule ofthumb,

ttr" ti-l width at l/so and IV^ ordinates should be proportioned each side of the pegk

in a ratio of I:2 with the short time side on the left of the synthetic unit-hydrograph
peak. As noted earlier, for smaller watersheds, Eq. I2.I4 gives unrealistic values for

ihe bur" time. If this occurs, a value can be estimated by multiplying total time to the

peak by a value of from 3 to 5. This ratio can be modified based on the amount and

ii." tut" of depletion of storage water within the watershed boundaries.
The envelope curves in Fig. I2.I2 ate defined by

Wso: 8301(Qo/A)"

W15: 470f (Qo/A)"

The seven points formed through the use of these equations can be plotted and a

smooth curve drawn. To assure a unit hydrograph, the curve shape and ordinates

should be adjusted until the area beneath the curve is equivalent to one unit of direct

runoff depth over the watershed area. This can be done by hand-fitting and planime-

tering or by curve-fitting.
Hudlow and Clarkla used least-squares regression techniques to fit a Pearson

/ type III (gamma) probability density function (refer to Chapter 26) through the seven

Snyaer uoit-nyAtograph points. This function has an area of 1.0 and a shape similar

(12.18)

(t2"]a)
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Figure L2.12 Unit hydrograph width at 50 and 75 percent of peak flow'
a, observed value of Wso. o, observed value of lfi5.
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Q , : e-G-tp')/b (r2.20)

where a and b are shape and scale parameters. Hudlow and Clark present a trial-and-
error solution to the least-squares normal equations, using Newton's method, to
develop estirnates of a and b.

The application of Snyder's synthetic unit-hydrograph method to areas other
than the original study area should be preceded by a reevaluation of coefficients C,
and C, in Eqs; 11.5 and I2.I7 . TIns analysis can be accomplished by the use of unit
hydrographs in the region under study which have the proper lag time-rainfall dura-
tion ratio; that is, t, : ttf 5.5. If another rainfall duration is selected, variations of C

nr(;

and C, can be expected.

SCS Method

A method developed by the Soil Conservation Service for constructing synthetic unit
hydrographs is based on a dimensionless hydrograph (Fig. 12.13). This dimension-
less graph is the result of an analysis of a large number of natural unit hydrographs
from a wide range in size and geographii locations. The method requires only the

0.6
cSlo

b 0.5

als
0.4

0.3

0.2

0.1

Figure 12.13 Dimensionless unit hy-
drograph and mass curve. (After Mockus.1s)

t

tp
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determination of the time to peak and the peak discharge as follovi,s:

(r2.2r)

where to : the time from the beginning of rainfall to peak discharge (hr)
D : the duration ofrainfall (hr)
t1 : the lag time from the centroid of rainfall to peak discharge (hr)

The ratios corresponding to Fig. 12.13 are listed in Table 12.4. The peak flow
for the hydrograph is developed by approximating the unit hydrograph as a triangular
shape with base time of ! t, and unit area. The reader should verify that this produces

D
t p :  

t +  
t t

(r2.22)

where Qp: peak discharge (cfs)
A : drainage area (mi2)
tp : the time to peak (hr)

The time base of ! ro is based on empirical values for average rural experimental
watersheds and should be reduced (causing increased peak flow) for steep conditions
or increased (causing decreased peak flow) for flat conditions. The resulting
coefficient inBq.12.22 ranges from nearly 600 for steep mountainous conditions to
300 for flat swampy conditions.

A relation of /, to size of watershed can be used to estimate lag time. Typical
relations from two geographic regions are

^ 4844
U r :  -

t

tt : l.44A0'6 Texas

t,:  0.54A0'6 Ohio

TABLE 12.4 COORDINATES OF SCS
DIMENSIONLESS UNIT
HYDROGRAPH OF
FIGURE 12.13

Q/Q, Q/Qp

(r2.23a)
(r2.23b)

0
0 .1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1 .0
1 . 1
t . 2
1 .3

0
0.015
0.075
0.16
0.28
0.43
0.60
0.77
0.89
o.9'7
1.00
0.98
0.92
0.84

1.4
1 .5
1 .6
1 .8
2.0
2.2
2.4
2.6
2.8
3.0
3.5
4.0

5.0

0.75
0.66
0.56
0.42
0.32
0.24
0 .18
0.13
0.098
0.075
0.036
0.018
0.009
0.004
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The average lag is 0.6/", where /" is the time of concentration, defined by SCS as either
the time for runoff to travel from the furthermost point in the watershed (called the
upland method) or the time from the end of excess rain to the inflection of the unit
hydrograph. For the first case,

t " : L 1 t p - D (r2.24)

The dimensionless unit hydrograph, Fig. 1.2.1.3,has a point of inflection at approxi-
mately 1..7t,.If the lag time of 0.6t" is assumed, Eqs. 12.2I and 12.24 give

D - 0.2t0

D = 0.I33t"
0).zs)
{r2,26)

(r2.27)

A small variation in D is permissible, but it should not exceed 0.25t, or 0.I7t". pnce
the 0.133r"-hour unit hydrograph is developed, unit hydrographs for other durdtions
can be developed using S-hydrograph or IUH procedures.

By finding a value of t,, a synthetic unit hydrograph of chosen duration D is
obtained from Fig. 12.13.

Atother equation used by the SCS is

. /0.'(s * 1;o.z
t - : -"' 

lgooyo's

EXAMPLE 12.7

where fi : the lag time (hr)
I : length to divide in feet

Y : average watershed slope in percent
S : the potential maximum retention (in.) : (1000/CN) - 10, where.CN

is a curve number described in Chapter 4

The lag from Eq. 12.27 is adjusted for imperviousness or improved watercourses, or
both, if the watershed is in an urban area. The multiple to be applied to thq lag is

M : 1.  -  P(-6.8 X 10-3 + 3.4 x 10-4CN - 4.3 x 10-?CN,
-2.2 x 10-8CN3) (12.28)

where CN is the curve number for urbanized conditions, and P can be either the
percentage impervious or the percentage of the main watercourse that is hydraulically
improved from natural conditions. If part of the area is impervious and portions of
the channel are improved, two values of M are determined, and both are multiplied
by the lag.

.\
For a drainage area of 70 r4i2 having a lag time of 8 | hr, derive a unit hydrograph of
duration 2 hr. Use the SCS dimensionless unit hydrograph.

Solution

1. Using Eq.l2.21we obtain

t , : ? * 8 * = 9 * t ' t r
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Gray's Method

2. From Eq.12.22

n  _ 4 8 4 x 7 0
YP 

9 .5

Qo:3J60 cfs occurr ing att  :9|hr

3. Using Fig.12.13, we find the following:
a: The peak flow occurs ar tfto: 1 or at t : 9+hr.
b. The time base of the hydrograph : 5to or 47.5 hr.
c. The hydrograph ordinates are:

l .  A t t / to :  0 .5 ,  Q/Qr :0 .43 ;  thus  a t t  :  4 .75hr ,  Q:  1531 c fs .
2. At tlto : 2, Q/Q" - 0.32; thus at t : 19 ht, Q : 1139 cfs.
3. At tft, : 3, Q/Q, : 0.07; thus at t : 28.5 hr, Q : 249 cfs.

4. Check D/to:0.21; OK. r l

Another method of generating synthetic unit hydrographs has been developed by
Gray.16 An approximate upper limit of watershed size for application of this method
to the geographic areas of central Iowa, Missouri, Illinois, and Wisconsin is 94 mi2.
The method is based on dimensionalizing the incomplete gamma distribution and
results in a dimensionless graph of the form

O,t" : (r2.2e)

where Q,lPo: percent flow in 0.25 PR at any given r/P^ value
q and y : shape and scale parameters, respectively

f : the gamma function of q, equal to (4 - 1)!*
e : the base of natural logarithms

Pp : the period of rise (min)
I : time (min)

The relation for 7' is defined zs yt : yPpand q : l.+ y'.
This form of the dimensionless unit hydrograph (Fig. 12.14) allows computation

ofthe discharge ordinates for the unit hydrograph at times equal to I intervals of the
period of rise P*, that is, the time from the beginning of rainfall to the time of peak
discharge of the unit hydrograph.

Correlations with physiographic characteristics of the watershed can be devel-
oped to get the values ofboth Poand y'.

As 4qexample, the storage factor P^f y' has been linked with watershed parame-
ters Lf\/S", where L is the length of the main channel of the watershed in miles
measured from the outlet to the uppermost part of the watershed (Fig. 12.15); S. is
defined as an average slope in percent obtained by plotting the main channel profile

rr f4isnotaninreserf(q) :  f (N + Z) :  (N - I  + z)(N - 2 + z). . .  ( t  + Z)/ f(r  + Z),
where N equals the integer. ""-rl q, the function is approximated by

r(q) : qe.-al';l. h. ;uF- & - #fu. )

25.0(y')n 
1o_7,t/pR\( 

t  
\s-1

r(q) \Pol
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Figure 12.14 Dimensionless graph and fitted
distribution for Watershed 5. (After Gray.r6)
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two-parameter gamma

t
PR

t l ra - l >

": lH l0
e  t t r
x  t 9 !

o l H

a l

957o confidence belts

for Ppll'

='(ft)'

b

Tt ta

IL, IA,MO,WI

OH

NE and W. IA

9.27

11.4
A A

0.562

0.531
0.498

(After Gray.16)

(r = 0.92)

Rudo, tgilrgljggtq. -L r.ir
lchannel slope(Vo) VS" 

'

Figure 12.15 Relation of storage factor, Ppfy', and watershed parameter,
LV 5", for watersheds in Nebraska, Iowa, Missouri, Illinois, and Wisconsin. (After
Gray.r6) 

-

and drawing a straight line through the outlet elevation such that the positive and
negative areas between the stream profile and the straight line are equal. The storage
factor Pof y' can also be correlated with the period of rise P^ as shown in Fig. 12.16.
These two cerrelations allow solution of Eq. 12.29 and produce a synthetic unit
hydrograph of duration P^f4 for an ungauged area.
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0 40 80 120 160 200 240 280 320 360

Period of rise, Pp (min.)

Figure 12.16 Relation of storage factor P*f y' and period of rise Pn. (After
Gray.r6;

The solution proceeds as follows:

1. Determine L, 5", and A for the ungauged watershed'
2. Determine parameters P*, T', and q.

a. With Lf\/5", use Fig. I2.I5 to select Ppfy'.
b. With P*/y', use Fig. 12.16 to obtain Pa. Compute y' as the ratio

Pol@*ly ') .
c. Substitute 7' obtained in Step 2b into the equation Q : | + y', and

solve for 4.
3. Compute the ordinates for the dimensionless graph using Eq. 12'29' Com-

pute the percent flow in 0.25PR for values of tf P*: 0.125, 0.375,
0.625,. . . , and every succeeding increment of tf P* : 0'250 until the sum
of the percent flows approximates 100 percent. Also compute the peak
percentage by substituting tfPR : 1.

4. Compute the unit hydrograph.
a. Compute the necessary factor to convert the volume of the direct runoff

under the dimensionless graph to 1 in. of precipitation excess over the
entire watershed.
1. The volume of the unit hydrograph : V

*  V : 1 i n . x A n i z x 6 4 0 T fnu-
I  . -  - - ^  f t 2

'  
n'rnln 

x 43'560 ;

2. The volume of the dimensionless graph : Vo

V o : 2 q , x 0 . 2 5  x  P R  x  6 0 -' fiun

3. Solve fot 2 q, by equating V and Vo, since they must be equal'

ql-
\ t -
o

. F h

x  t ! 9
. F l 6
o t *

A
' l

"!' 2.6761Po+ 0.0139
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Figure 12.17 Derived hydrograph of Ex-
ample 12.8 using Gray's method. Note that
Gray's method results in a unit hydrograph
for a P^/4-hr storm.

60

Time (min)

EXAMPLE 12.8

b. Convert the dimensionless graph ordinates to the unit-hydrograph
ordinates

n _ perc€nt flow in 0.25PR\
u , - T . a q i

c. Translate time base of dimensionless graph to absolute time units by
multiplying t/PR x P^ for each computed point. Remember that runoff
does not commence until the centroid of rainfall, or at a time P^/8.

An example problem demonstrates the solution of Gray's method for a Missouri
watershed. A plot representing the derived hydrograph is shown in Fig. l2.r7.Dkect
runoff commeirces at the centroid of rainfall. Thus it is necessary to add D/2 or Po/B
to column 2,Table r2,.5, to obtain the proper times of the unit trydrograph ordinates,
shows in Column 6.

For the given data, use Gray's method to construct a unit hydrograph for the Green
Acre watershed, where drainage area : 0.62mi2,length : 0.98 mi, and S" : l.45%a.

Procedure

1. a. Figure 12.15; L/t/S: 0.813 ni: Pnfy' : 8.25 min.
b. Figure 12.161, P^/^y' : 8.25 min; P*: 24.9 min.
c. q : I I Y' : 4.02; Y' : 3.02.

2. a. Tabulate percent flow in 0,25PRfor tfP*: 0.250:
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TABLE 12.5 TABULATION FOR EXAMPLE 12.8

(1 )

r /P

(5)
UH
(cfs)

(2)
Time,
(min)

(3)
Percent

flow in 0.25Pn

(4)
Cumulated

flow

(6)
Actual time

(min)

0.000
0.125
0.375
0.625
0.875
1.000
r.t25
t.375
t.625
1.875
2.125
2.375
2.625
2.875
3.125
3.375

0
3 .1
9.3

15.6
2 r .8
24.9
28.0
34.2
40.4
46.7
52.9
59.3
65.5
71.7
78.0
84.2

0
0.45
5.80

t2.70
16.35
16.85
16.25
14.20
1  1 .10
7.97
5.55
3.56
2.28
l . 4 l

0.86
0.50

0
0.45
6.2

18.9
35.3

5  r . 5
65.7
76.8
84.8
90.4
93.9
96.2
97.6
98.5
99.0

0
l t . J

490
631
651
628
548
428
308
214
138
88.0
54.4
J J . J

19.3

0
6.1

12.3
18 .6
24.8
27.9
31 .0
37.2
43.4
49.7 "
55.9
62.3
68.5
'74.7

81.0
87.2

3. a. 1. V : I x 0.62 x 640 x 43,5601t2 : 14.4 X 10s ft3'
2 . V o : 0 . 2 5  x  2 4 . 9  x  6 0  X  >  q , : 3 7 3 . 5 2  q '
3 . 2  q , :  3 8 6 0 .

b. Column 5 is tabulated by multiplying 3860 times values in Col-

umn 3 divided by 100.
c. Column 2 is obtained by multiplying24.9 times values in Column 1.

d. Column 3 comes from solution of Eq. l2'2J' rr

Espey 10-Minute Synthetic Unit Hydrograph

A regional analysis of 19 urban watersheds was conducted by Espey and AltmanlT and

resulted in a set of regression equations.that provide seven points of a 10-min hy-

drograph. The entire hydrograph is developed by fitting a smooth curve through the

points using eye-fitting or curve-fitting procedures. In either case, a unit area is

necessary.
The equations for time to peak (minutes), peak discharge (cfs), time base (min-

utes), and width at 50 and 75 percent of the peak flow rate are

To : 3.ILo'23 S-o'2s fo'18 01 
57

* Qp : 3L62 X I03Ao'e6T-t'o7

Ta: 125.89 x I}3AQ;o'es

W5o: 16.22 x I03Ao'e3Q-oe2

w15 :  3.24 x 10340 7eQ-o78

where L : total distance (ft) along the main channel from the point being
considered to the upstream watershed boundary

(r2.30)
(r2.3r)
(r2.32)
(12.33)
(r2.34)
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S : main channel slope (ftlft) defined by H/0.8L, where 11 is the
difference in elevation between the point on the channel bottom at a
distance of 0.2L downstream from the upstream watershed boundary
and a point on the channel bottom at the downstream point being
considered

1 : impervious area within the watershed (7o)
Q : a dimensionless watershed conveyance factor
A : watershed drainage area (mi2)
T, : time of rise of the unit hydrograph (min)

Q, = peak flow of the unit hydrograph (cfs)
I, :,time base of the unit hydrograph (min)

ITso : width of the hydrograph at 507o of Q, @in)
I4zrr = width of the unit hydrograph at75%o of p. (min)

The coefficients of determination (explained in Chapter 26) for the five equationg
ranged from 80 to 94 percent. The watershed conveyance factor is found from
Fig. 12.18. The Wso andWrt widths are normally drawn with one-third of the calcu-
lated width placed to the left of the peak and two-thirds to the right.

Clark's IUH Time-Area Method

A synthetic unit hydrograph that utilizes an instantaneous unit hydrograph (IUH) was
developed in 1945 by clark.6It has been widely used, is often called the time-area
method, and has appeared in several computer programs for hydrograph analysis (see
Chapters 24 and25).

0
0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.10 0.11 0.12 0..13 0.14 0.15 0.16 0.17

Main channel Manning z value

Figure 12.18 Watershed conveyance factor Q as a function of percent watershed
impervious cover l and weighted main channel Manning n value, for Espey method.
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The technique recognizes that the discharge at any point in time is a function of
the translation and storage characteristics of the watershed. The translation is ob-
tained by estimating the overland and channel travel time of runoff, which is then
combined with an estimate of the delay caused by the storage effects of a watershed.

The translation of excess rainfall from its point of falling to the watershed mouth
is accomplished using the time-area curve for the watershed. This is a histogram of
incremental runoff versus time, constructed as shown in Fig. 12.19 . The dashed lines
in Fig. I2.I9a subdivide the basin into several areas. Each line identifies the locus of
points having equal travel times to the outlpt. The isochrones are drawn equal "times"

apart, and sufficient zones are selected to fully define the time-area relation.
The time-area graph of Fig. l2.I9b is a form of unit hydrograph. The area

beneath the curve integrates to 1.0 unit of rain depth over the total area A, and it has
a translation hydrograph shape if sufflcient subareas are delineated. \

If one unit of net rain is placed on the watershed at t : 0, the runoff from At
would pass the outlet during the first At period at an average rate of At units of runoff
pei unit of time. The volume discharged would be At units of area times one unit of
rain. After all areas contribute, one unit of rainfall over the entire area would have
passed the outlet.

ft)

Figure L2.19 Development of time-area histogram for use
with Clark's method: (a) isochrones spaced Lt apart (shown
as dashed lines) and (b) time-area histogram.
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The impact of watershed storage on the translation hydrograph is incorporated
by routing the time-area histogram through a hypothetical linear reservoir located at
the watershed outlet, having a retardance coefficient K equivalent to that of the
watershed. For the simplest form of reservoir, the storage S, at time f is linearly related
to the outflow Q, at time /, or

S,': KQ, (r2.3s)
where Kis a constant of proportionality called the storage coefficient. It has time units
and is often approximated by the lag time of the watershed.

From continuity, the inflow, storage, and.oq,{flow for the reservoir are related by

(r2.36)

If the differential is discretized to LQ/LI, and if Q, and Q, are the flows at t and t - l,
then Eq. 12.36 becomes

I , - Q , : # : U #

I o ,  -  A o , :  Y Q ' -  Q '
Lt

Because Q : (Q, + Qr)/2, the flow at the end of any Al is

Q z :  C o I  *  C t Q ,

where cr: #+T;
a n d  " ,  - 2 K  

-  L t
- t - z K + L t

(12.37)

(12.38)

(r2.39)

(r2.40)

EXAMPLE 12.9

The IUH is found from Eq. 12.38 by solving for Q, at the end of each successive time
interval.

Given the following 15-min time-area curve, find the IUH for the 1000-acre water-
shed. Then determine the 15-min synthetic unit hydrograph. The storage coefficient
K is 30 min.

Time interval
(min)

Area between
isochrones

(acres)

0-15 "

15-30
30-45
45-60

100
300
500
100

Solution. From Eqs. 12.39 and 12.40, Cs :
easily accomplished in a tableau as follows:

0.4 and Ct : 0.6. Routing is most
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I U H
(cfs)

Time
(hr)

I
(acre-in./Af )

I
(cfs) co l  +  c1Q1

0

80

368

861

99'�7 l

6't90

0

100

300

500

100

0

0

0

0

0.25

0.50

0.75

1.00

1.25

1.50

400

1200

2000

400

0

1 6 0 + 0

480 + 96

800 + 346

160 + 688

0 + 5 0 9

0 + 3 0 5

The IUH has a characteristically long recession due to the magnitude of K for
this example. Note that after 1.25 hr, the flow becomes 0.6 times the previous
flow and continues to decay at this rate indefinite$. As discussed in Section 11.5,
the time base of the IUH should equal the excess-runoff release time, which is
one definition of time of concentration. Clark's method often produces pro-
longed runoff because of this shortcoming.

The 15-min unit hydrograph is found using Eq. 12.6, ot

O,(l5-min UH) : lGUH, + IUH,-15)

This results in:

1S-min UH
(cfs)

If the waterri"O ,uU time is not available, the K value can also be estimated by
recognizing that Q, = KdQldt when the inflow is zero in Eq. 12.36. This occurs at
approximately the inflection point on the recession of Fig. t2.2, when inflow to the
channel ceases. If hydrograph data are available, the estimate of the Kvalue is the ratio
of the flow rate to the slope of the hydrograph at this particular point on the hy-
drograph.

Time IUH
(h0 (efs)

0
80

368
861
997
679

:

0 0
0.25 160
0.50 576
0.75 1146
1.00 848
t.25 509
1.50 :

: t l



Nash's Synthetic IUH

which can be written
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(r2.4r)

(r2.42)

(r2.43)

(r2.44)

(r2.4s)

One of the earliest formulations of the IUH was developed by Nash.l8 Instead of
characteizing runoff as translation followed by storage in a single linear reservoir as
Clark did, Nash viewed the watershed as a series of n identical linear storage reser-
voirS, each having the same storage coefficient K. The first instantly (r : 0) receives
a volume equal to a full inch of net rain from the entire watershed. This water then
passes through reservoirs I,2,3, . . . , fl, with each providing an additional diffusion
effect on the original I -in. rain.

The number of reservoirs, n, is uniquely related to the reservoir storage
coefficient K and the watershed lag time. Once the IUH is developed; it can be used
to synthesize any other hydrograph by application of the convolution integral,
Eq. I2.7, or from the approximate methods discussed in Section 12.3.

The derivation of Nash's equation for IUH begins from continuity at the first
reservoir:

I, - Qu: #1,
wherc Qt, is the outflow from reservoir 1 at time t. Substituting S,: KQr, at time
r ) 0 (for an IUH, I, is zero after t : 0), we obtain

_Qr,: #1,,,: u#1,,,

d Q "  I '

e u :  
- k o '

Integration from / : 0* to time t gives

ln  Qr ,  -  ln  Qr , l , -o -  :  -  
*

which reduces by taking antilogarithms to

Qt,  - t tK

o,l;: e ' '-

Because Qr, : S,/K and S,=o : 1 in., then

Qu: f,"-'r* (r2.46)

wherc Qy has units of depth per unit of tirne. Equation 12.46 is an exponential decay
function having an initial value of I/K at t : 0. This monotonically decreasing
outflow from reservoir 1 becomes inflow to the second reservoir.

The second reservoir is initially empty. The continuity relation

K+
dt

Q u  *  Q z , : (r2.47)
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is solved, giving

and

and

| ,..
9r, : V;te-"^

This equation has a full hydrograph shape, beginning with zero flow at time zero,
peaking at the maximum of the function, and eventually receding to zeto.

Similarly derived, the hydrograph flowing from ruth reservoir has the form

Qn, 
: |n-r n-t/K

which is the two-parameter gamma function,

e,,: #1n-1r-t/K

(l + 1)o'azzPo:oa

0.83140.458D0.37r

(r2.48)

,  (12.49)

(12.50)

(r2.sr)

(r2.s2)

(r2.s3)

(r2.s4)

Because the outflow from the nth reservoir was caused by 1 in. of excess rain falling
instantaneously, Eq. 12.50 describes an IUH.

EStimatiOn of K and n Values of K and n arc needed for application of Nash's
IUH. By integration, the centroid of the distribution (Eq. 12.50) occurs at t : nK.
From classical calculus maximization, the peak flow occurs at t : K"(n - 1). The
second moment of the IUH about / : 0 is n(n + l)Kz. Trial combinations of n and
K can be used to develop the IUH from Eq. 12.50, and the moments of the plotted

distribution can be estimated to verify the products nK and n(n * I)Kz ' If the IUH
is discretized into m At increments, the moments are approximated by

First moment = > ttQi Lt
m

Second moment - 2 t? Q, Lt

Another less tedious approach is to use the definition of lag time as the time from
centroid of rain to the centroid of the hydrograph. For an IUH, this is the same as the

centroidal distance. Thus, if the lag time can be determined from equations such as

those in Section 11.6, the product nK can be established, reducing the number of

trials.
Some investigators have attempted to relate Nash's K and n parameters to basin

and storm characteristics using regression techniques. Rao et al.1e developed relations
for urban areas greater than 5 mi2:

g.57 54o.zto po.zzz
K :

L t  -

(I + 1yt'ezzPozat

where nK : tlandA is area in square miles, D is net rain duration in hours, Pn", is the
net (effective) rain depth in inches, and / is the ratio of impervious to total area.
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Colorado Urban Hydrograph Procedure (CUHP)

Synthetic unit hydrographs can be tailored for regional use. As an example, the
Colorado urban hydrograph procedure20 provides 5-min synthetic unit hydrographs
for use in the Denver metropolitan area. lt is based on Snyder's method and is
considered applicable to watersheds in the size range from 90 acres to 10 mi2, with
"regular" shapes (length - 4 times width). It was developed in the early 1980s and
modified in 1984 to reflect refinements from early applications. In its pre-1984'form,
the Snyder/CUHP C, and C, values for use in Eqs. 11.5 and 12.17 are

225

and

C, : 7.8I1P2378

Co: 0.89C?'46

C , : 3 . 1 2 / P o 7 8 s o 2

and for steep areas (,S > 0.025 ftlf$,

C, :  3.75/Po78s'02

The C, coefficient is determined from Eq. 12.56 and adjusted to
down for fully or sparsely sewered conditions, respectively.

For the CUHP applications, Eqs. 12.18 and 12.19 become

ryro: SO}A/Qo

w75:260A/Qo

(r2.ss)
(r2.s6)

( r2.57)

(12.s8)

10 percent up or

(r2.se)
(12.60)

where P" is the percent impervious. These regression equations were developed for
P" > 30 percent, using data for 96 storms over 19 urban watersheds. The given
equations apply to normal watershed conditions and need to be adjusted for steep, flat,
or sewered basins. If an urban area is fully sewered, the calculated C, from Eq. 12.55
is decreased 10 percent. If sparsely sewered, a 10 percent increase is made. If the
average slope S of the lower 80 percent of the main water course is flat (less than
0.01 ftlf| the C, value becomes

where A and Qo have units of square miles and cubic feet per second. For plotting ft.,
the smaller of 35 percent or 0.670 is placed left of the peak. For W15,45 percent is
placed to the left, or O.424To if 0.67p was used for W'r6. I is the time from beginning
of runoff of the unit rainfall to the peak time.

Several investigators have suggested that Snyder's C, and slope S are corre-
lated.a'S The original CUHP procedure was altered to recognize this relation, making
the adjustments in C, unnecessary. For the modified version, Eqs. 12.57 and 12.58 are
bypassed, and the time to peak rather than lag time is used in Snyder's Eq. 11.5, where

tp: c,(LL,o/\8100' (12.6r)

The revised time coefficient C, is obtained from Fig. 12.20a, and the peak coefficient
is found from

Co : PC,Ao'1s (r2.62)

S : weighted average slope of basin along the stream to the upstream basin
boundary (ftlft)

where
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Eq. a b
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2 | -o.t-T-l )0091 +0.228 |--T- 06

Eq. 1 84.2
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Fercent impervious, l,

(b)

Figure 12.20 Snyder's C, and C, coefficients for urban
areas, for use with CUHP: (a) relation between C, and
imperviousness and (b) relation between peaking parame-
ter and imperviousness.

Equations of curve:
Ct= aI?+ blo+ c

Basic equations

I LL--\0.48'r: "\fi)
640c,

4p : --7-

tp = time to peak (br)

L = watershed length
(mi)

Ic, = distance to
centroid (mi)

So = waterway slope
(ff/ft)

tro. b c

I 0 0 -0.00371 0.163

0.000023 -0M224 0.146

\ r ]3 x 1or -8.01 x l0- 0 12(

3q. Ec,.2l Eq.3
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: coefflcient, depending on imperviousness, from Fig. I2.20b
: drainage area (mi2)
: length of the main stream channel (mi) from the outlet to the divide
: length along the main channel (mi) from the outlet to a channel point

nearest the watershed centroid

The peak rate and time of the unit hydrograph can be developed using Eqs. 12. 17

and 12.6t. After four additional points defined by Eqs. 12.59 and t2.60 are plotted,

the rest of the 5-min hydrograph can be fitted to provide a total area representing

1.0 in. of direct runoff. A hand fit is applied, or the mathematical curve-fitting

techniques described early in Section 12.5 can be used if a gamma (or any other)

distribution is considered appropriate.
For small watersheds (less than 90 acres), the time to peak is

Lp : o.zg(P=l- ?3,6=P: 
* 0.07) ,^

: -  ( 1 . - 6P,) 02.63)
Pz - 0.49P" + 0.  14 '^"

where I is the time of concentration in minutes, and P^ is the percent impervious.

r summary
Unit hydrograph methods allow the hydrologist to estimate runoff volumes and rates

for virtually any storm. By far, the greatest number of problems in practice are

evaluated using unit hydrograph procedures. Most of the current computer models use

unit hydrograph procedures as described in Chapte rs 23,24, and 25 . These models are

simply computer programs that perform the unit hydrograph syntheses and convolu-

tion steps described in this chapter. Any software user should understand the origin,

applicability, and parameter estimation procedures for each unit hydrograph method

seiected. The most successful uses of the computer models will result from a thorough

familiarity with the processes described in this chapter.

PROBLEMS

12.1. Given the following storm pattern and assuming a triangular unit hydrograph for one

time unit, determine the composite hydrograph.

Storm pattern

Time unit
Rainfall

Unit hydrograph base length : 6 time units; time of rise : 2 time units; and maxi-

mum ordinate : I rainfall unit height.

12.2. Given a rainfall duration of 1 time unit, an effective precipitation of 1.5 in., and the

following hydrograph, determine (a) the unit hydrograph and (b) the composite hy-

drograph for the given storm sequence.

227

P
A
L

L"o

1 2 3 4
1 1 4 2
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Hydrograph for 1.S in. net rain in .t time unit

Time units
Flow (cfs)

4 4.5
srz 620

7 8
330 2 to

9 r 0
150 105

5 6
585 460

1 2 3
r00 98 220

1 3
54

l 1
75

l 2
60

Storm sequence

Time units
Precipitation (in.)

I
0.4

z
l . l 1.5

J

2.0

12.3. Solve Problem lZ.2 if the storm sequence is as follows:

Storm sequence

Time units
Precipitation (in.)

r 2
0.3 r.4

J

0.9

l2'4' Using U.S. Geological Survey records, or other data, select a streamflow hydrograph
for a large, preferably single-peaked runoffevent. Separate the base flow and deter-
mine a unit hydrograph for the area.

12.5. For the unit hydrograph of problem 12.1, construct an S_hydrograph.
12.6. For the unit hydrqgraph computed in problem 12.2, construct an S_hydrograph.
12.7. use the S-hydrograph of problem 12.6 to find a 3 time-unit unit hydrograph.
12.8. Given a watershed of 100 mi2, assume that C, = 1.g, the length of main stream

channel is I 8 mi, and the length to a point nearest the centroid is I O mi. Use Snyder,s
method to find (a) the time rag, (b) the duration of the synthetic unit hydrograpl, and(c) the peak discharge of the unit hydrograph.

l2'9' Apply Snyder's method to the determination of a synthetic unit hydrograph for a
drainage area of your choice.

12'10' Use Fig. 12.13 to determine a2-hr pnrthydrograph if the drainage area is 60 mi2 and
Eq. 12.23a is applicable.

12.11. Solve Problem 12.10 using Eq.12.23b.
12.12. Assuming a Nebraska location, use Gray's method te determine a unit hydrograph:

drainage area = 1.0 mi2, length : 0.6 mi, S" : 1.3 percent.
12'13' A drainage area in Nebraska contains 30 mi2. The tenjtn ortne main channel is 10 mi

and the'representative watershed slope is 2.5 percent. iJse Gray's method to determine
a unit hydrograph.

12'14' Discharge rates for a flood hydrograph passing the point of concentration for a 600-
acre drainage basin are given in the tabl; belo;. The flood was protluced by a uniform
rainfall rate of 2.15 in.rru, which started,at 9 A.M., abruptry ended at il A.M: and
resulted in 5.00 in. of direct surface runoff. The base flow (derived tiom influent
seepage) prior to, during, and after the storm was 100 cfs.
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Time
Measured

discharge

9  1 0  1 1

100 300 500

12 I  P.M

700 800

2 3 4

600 400 300

5 6

200 100

8 a.u.

100
100

a. At what times did direct runoff begin and cease?

b. Determine the @ index (in'/hr) for the basin'

c. Derive the 2-hr'unit-nydrograpir ordinates (cfs) for each time.listed'

d. Estimate the tirne of concJnffation (excess release time) for the basin.

e.Atwhat t imewoulddi rectsur facerunof fceasei f thera infa l lo f2.T5in. /hrhad
begun at 9 .q.'l\a. and had lasted for 8 hr rather than 2?

f. Determine d;;;i;t urg" .ur" (cfs) and the direct runoff (in.) for a uniform

rainfall of 2j5 it'lhr and a duration of 8 hr'

Lz.lS. Measured total hourly discharge rates

in the accompanying table' The hydrr

uniform intensity of 2'60 in'/hr startir

base flow from 8 A.M' to 3 P'v' was a
' determined as the area under the dir

Time
Measured

discharge

8 a.v

100
100

2

100

10  11  12

300 600 400100

I P.M

200

a. At what time did the direct runoff begin?

b. betermine the net rain (in') corresponding to the

runoff of 1000 cfs-hr'
c. Determine the { index for the basin'

d. Derive " , nt ltii ttyJrog'api' for the basin by tabulating time in hours and

discharge in cfs.
e. What is the excess release time of the basin?

f. For the ,"*"'t"'it, tt" the derived 2-hr unit hydrograptr-to-determine the direct

runoff rate (.fr) ;;; ;.*, on a day when excess-(netj ralnfall began at 1 p.u. and

continued "t " 
't"i 

iti"tt ity of 2 in'/hr for 4 hr' ceasing abruptly at 5 P'M'

|2.|6.A5-hrunithydrographfora425}-acre.basinisshownintheaccompanyingsketch.
Thegivenhyd.og.-uphactuallyappearedasadirectrunoffhydrographfromthebasin'
caused by rain f;ffi;;;;ii"'"iriv "i 0.30 in./hr for a duration of 5 hr, beginning

a t t  =  0 .
a. Determine the excess release time of the basin'

b. Determine the @ index for the basin'

c. what n".""*"J" "'i,ti" JJr"g" t"r* was contributing to direct runoff 4 hr after

rain began (r = 4)?
d. Use your response to part c to determine Qp' as shown in the sketch' Do not scale

Qp from the drawing'
e. Note that rain continued to fall between t = 3 andr : 5' Why did the hydrograph

form a ptateau t"i*""n t : 3 and t = 5, rathet than continue to rise during those

2 hours?

volume of the direct surface
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Time, t

f. Use the given 5-hr unit hydrograph to determine the direct runoff rate (cfs) at 7 p.r'r.
on a day when rain fell at an intensity of 0.60 in./hr from I p.rrr. to 11 p.vr.

12.17. The 2-hr unit hydrograph for a basin is given by the following tabie:

QO

o

,i: 700

= ouu

I 500

e 40o

! :oo
$ zoo

100

Time (hr)
O@fs)

0 1 2 3 4
0 60 200 300 200

5
120

6 7 8 9
6 0 3 0 1 0 0

a. Determine the hourly discharge values (cfs) from the basin for a net rain of 5 in./hr
and a rainfall duration of 2hr.

b. Determine the direct runoff (in.) for the storm of part a. What is the direct runoff
for a net rain of 0.5 in./hr and a duration of Z Iv?

c. Rain falls on the basin at arate of 4.5 in.lhr for a2-hr period and abruptly increases
to a rate of 6.5 in./hr for a second 2-hr period. convert these actual intensities to
netrain intensities using a {index of 0.5 in./hr. Construct a table thatproper$ lags
and amplifies the 2-hr unit hydrograph, and determine the hourly ordinates (cfs) of
direct runoff for the storm. The derived direct runoff hydrograph should begin and
end with zero discharge values.

12.18. Given the following 2-hr unit hydrograph for a drainage basin, determine hourly
ordinates of the 4-hr unit hydrograph:

Time (hr)

0@f9

12.19. Use the following 4-hr unit hydrograph for a basin to determine the peak discharge rate
(cfs) resulting from a net rain of 3.0 in./hr for a 4-hr duration foliowed immediately
by 2.0 in.lhr for a 4-hr duration.

0 1 2 3 4 5 6
0 50 300 400 200 s0 0

0 2 4 6 8
0 200 300 100 50

Time (hr)

0(cfO
10
0
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12.20. Compare the time from the peak to the end of runoff for the SCS triangular unit
hydrograph with the time of concentration, /". Discuss.

12.21. Prove that the area under the rising limb of the SCS basic dimensionless hydrograph
equals that of the triangular unit hydrograph, that is, 37.5 percefi of the total.

12.22. Bycalculus,showthatthemaximumvalueof/(x)inEq. 12.15occurswhenx:aB,
for a > 1. Also solve for the centroidal distance by taking the flrst moment about the
y axis.

12.23. According to the rational method (see Chapter 15) of estimating peak flow from small
areasn the peak rate for a storm with uniform continuing intensity is equal to the net
rain rate and occurs at the time of concentration. For what conditions, if any, would

' 
Eqs. 12.63 and 12.17 result in agreement of the peak magnitude and time, estimated
by CUHP, with those of the rational method? Discuss.

L2.24. Describe two methods that could be used to construct a 2-hr unit hydrograph using a
l-hr unit hydrograph for a basin.

12,25. Measured total hourly discharge rates (cfs) from a 2.48-n12 drainage basin are tabu-
lated below. The hydrograph was produced by a rainstorm having a uniform intensity
of 2.60 in./hr starting at 9 A.M. and abruptly ending at 11 l.rvl. The base flow from

8 ,q,.lt. to 3 p.lrl. was a constant 100 cfs.

Time 8 e.u. 9
Discharge (cfs) 100 100

12 1 p.vr. 2
300 150 100

J

100
10  11

300 450

a. At what time did direct runoff begin?
b. Determine the gross and net rain depths (inches).
c. Derive a 2-hr unit hydrograph for the basin by tabulating time in hours and

discharge in cubic feet per second.
d. Derive a 4-hr unit hydrograph for the basin.
e. Derive a l-hr unit hydrograph for the basin.

12,26. Given below is a 3-hr unit hydrograph for a watershed. The {-index is 1.5 in./hr.

Desired is the DRH for an 18-hr storm having six successive 3-hr rainfall rates of 2.5,

3.5,  1.5,  4.0,6.5,2.5 in . lhr .

Time (hr) 0 I

o(ruH) 0 10
2  3  4  5  6  7  8  9  10  11

40 60 80 100 90 70 60 50 40 30

7
0

0 1 2 3 4 5
0 50 200 300 200 1s0

12 13 14
2 0 1 0 0

12.27. Use the following 2-hr unit hydrograph to determine the peak direct-runoff discharge

rate (cfs) resulting from a net rain of 2.0 in./hr for 5 hr'

Time (hr)

0(cf9

6
100

12.28, The ordinate for a 5-hr unit hydrograph is 300 cfs at a time 4 hr after the beginning

of net rainfall. A storm with a uniform intensity of 3 in,/hr and a duration of 5 hr
occurs over the basin. What is the runoff rate after 4 hr if the @ index is 0.5 in./hr?
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12.29. Given below is an IUH for a watershed. Use the IUH to find hourly DRH rates for a
net rain of 4 in. in a 2-hr oeriod.

0 1 2 3 4 5 6 7 8 9
0 10 40 50 60 80 100 80 20 r0

{, +oo
po

.A 2oo

Time (hr)

o(ruH)
10
0

12.30. A 2-fu unit hydrograph for a basin is shown in the sketch.
a. Determine the peak discharge (cfs) for a net rain of 5.00 in./hr and a duration of

2 hr.
b. What is the total direct surface runoff (in inches) for the storm described in part a?
c. A different storm with a net rain of 0.50 in./hr lasts for 4 hr. What is the discharse

at 8 p.vr. if the rainfall started at 4 p.tvt.?

Time (hr)

12.31,. Recorded flow rates for a net rain of 1.92 inches in 12 hours are shown in the table.' 
If the base flow is 375 cfs throughout the storm, determine the 12-hr unit hydrograph,
and convert it to a 6-hr unit hydrograph. Then apply the 6-hr unit hydrograph to
determine the total hydrograph (including 400 cfs base flow) for a24-hr storm having
four 6-hr blocks of net rain at rates of 0.7, 3.8, 10.8, and 1.8 in. per hour.

Time in hours Observed flow (cfs)

0
6

12
1 8
a A

J U

36
A '

48
54
60
66
72
78

375
825

2200
36s0
3900
3200
2375
1,725
1250
900
650
490
410
375

12.32. Starting with a triangular-shaped unit hydrograph with a base length of 2.67to and a
height of qo, derive Eq. 12.22, qo : 484A/tp. State the units of each term used in the

.- --- derivatign"

I
I
I- - t

I
I
I

- - i
I
I
I

I

I

T
I
I
I

I

I-T

I
I
I
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12.33. The SCS synthetic unit hydrograph is derived by computing the peak discharge rate
(cubic feet per second) from qo : 484A/tp.In the derivation, it was actually assumed
thatqrin.lhr:0.7sv/tp,whereVisthevolumeof directrunoff(inches),roisthetime
to peak flow (hours), and A is the basin area (square miles). Derive the first equation
from the second.

12.34. Which of the techniques for synthesizing a unit hydrograph requires the least compu-
tationai effort in developing the entire unit hydrograph? Which probably requires the
most?
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Chapter 13

r Prologue

Hydrograph Routing

The purpose of this chapter is to:

. Present techniques for determining the effect of streams and reservoirs on
hydrograph shapes as the hydrographs move downstream through the systems.

. Distinguish between the two major classifications of hydrograph routing tech-
niques.

. Familiarize the reader with procedures for determining when to apply each of
the various routing methods.

Flood forecasting, reservoir design, watershed simulation, and comprehensive water
resources planning generally utilize some form of routing technique. Routing is used
to predict the temporal and spatial variations of a flood wave as it traverses a river
reach or reservoir. Routing techniques may be classified into two categories-
hydrologic routing and hydraulic routing.

Hydrologic routing employs the equation of continuity with either a linear or
curvilinear relation between storage and discharge within a river or reservoir. Hy-
draulic routing, on the other hand, uses both the equation of continuity and the
equation of motion, customarily the momentum equation. This particular form uti-
lizes the partial differential equations for unsteady flow in open channels. It more
adequately describes the dynamics offlow than does the hydrologic routing technique.

Applications of hydrologic routing techniques to problems of flood prediction.
evaluations of flood control measures, and assessments of the effects of urbanization
are numerous. Most flood warning systems instituted by NOAA and the Corps of
Engineers incorporate this technique to predict flood stages in advance of a severe
storm. It is the method most frequently used to size spillways for small, intermediate.
and large dams. Hydrologic river and reservoir routing and hydraulic river routing
techniques are presented in separate sections of this chapter.
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13.1 HYDROLOGIC RIVER ROUTING

The first reference to routing a flood hydrograph from one river station to another was
by Graeff in 1883.1 The technique was based on the use of wave velocity and a rating
curve of stage versus discharge. Hydrologic river routing techniques are all founded
upon the equation of continuity

I - O :
dS
dt

(  13 .1 )

where 1 : the inflow rate to the reach
O : the outflow rate from the reach

dS/dt : the rate of change of storage within the reach

Three of the most popular hydrologic river routing techniques are described in subse-
quent paragraphs,

Muskingum Method

Storage in a stable river reach can be expected to depend primarily on the discharge
into and out of a reach and on hydraulic characteristics of the channel section. The
storage within the reach at a given time can be expressed as2

s : 2 ; y 7 ^ n + ( 1  -  X ) O - n 1
a

Constants a and n reflect the stage discharge characteristics of control sections at each
end of the reach, and b and m mirror the sta$e-volume characteristics of the section.
The factor X defines the relative weights given to inflow and outflow for the reach.

The Muskingum method assumes that mfn - L and lets b/a : K, resulting in

S: KIXI + (1 - X)o] (13.3)

where K : the storage time constant for the reach
x : a weighting factor that varies between 0 and 0.5.

Application of this equation has shown that K is usually reasonably close to the wave
trarel time through the reach and X averages about 0.2.

Behavior of the flood wave due to changes in the value of the weighting factor X
is readily apparent from examination of Fig. 13.1. The resulting downstream flood
wave is commonly described by the amount of translation-that is, the time lag-and
by the amount of attenuation or reduction in peak discharge. As can be noted from
Fig. 13.1,'the value X : 0.5 results in a pure translation of the flood wave.

Application of Eqs. 13. 1 and 1 3.3 to a river reach is a straightforward procedure
if Kand X are known. The routing procedure begins by dividing time into a number
of equal increments, A/, and expressing Eq. 13.1 in finite difference form, using
subscripts I and2 to denote the beginning and ending times for Ar. This gives

I t +  1 2  _ O 1 +  0 2  _  S '  -  S '
2 2 A t

(r3.2)

(13.4)
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Figure

The routing time interval
limits of K/3 and K.

The storage change in the river reach during the routing interval from Eq.

s, - s' : Klx(I' - 1') + (r - x)(o2- o')l

and substituting this into Eq. 13.4 results in the Muskingum routing equation

O2: CsI2 + CI I .  + CzOl

in which
-KX + 0.5 Ar

K - K X + 0 . 5 4 /
KX + 0,5 Lt

K - K X + 0 . 5 4 t
K -  K X  - 0 . 5 A r

o
99
E

E

13.1 Effect of weighting factor.

A/ is normally assigned any convenient value between the

co

13.3 is

(13.s)

(13.6)

(r3.7)

(13 .8)

(13.e)

c t :

c z :
K - K X + 0 . 5 4 t

Note that K and Ar must have the same time units and aiso that the three coefficients

sum to 1.0.
Theoretical stability of the nunrerical method is accomplished if Al falls be-

tween the limits 2KX and 2K(I - X). The theoretical value of K is the time required

for an elemental (kinematic) wave to traverse the reach. It is approximately the titne

interval between inflow and outflow peaks, if data are available. If not, the wave

velocity can be estimated for various channel shapes as a function of average volocity

Vfor any representative flow rate Q. Velocity for steady uniform flow can be estiinated

by either thi Manning or Ch€zy equation: The approximate wave velocities for differ-

ent channel'shapes are given in Table 13.1.

TABLE 13.1 KINEMATIC WAVE VELOCITIES FOR VARIOUS
' 

CHANNEL SHAPES

Channel shape Manning equation Ch6zy equation

Wide rectangular
Triangular
Wide parabolic

t -V

! v
l J r l
9 '

3- tl
2 lt v
Zr l
6 '

Time
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Since 1, and Irareknown for every time increment, routing is accomplished by

solving Eq. 13.6 for successive time increments using each 02as Ol for the next time

incremeni. Example 13.1 illustrates this row-by-row computation'

Perform the flood routing for a reach of river given X : 0.2 and K : 2 days. The

inflow hydrograph with Ar : 1 day is shown in Table 13.2, column 1. Assume equal

inflow and outflow rates on the 16th.

Solution. If Ar : l day and X = 0.2 andK :2days, thenEqs. 13.7 toI3.9

give Co : 0.0477, C1 : 0.428, and C2 : 0'524' Row-by-row computation is

given in TabIe 13.2. ll

Determination of Muskingum K and X Values of K and X for Muskingum routing

are commonly estimated using K equal to the travel time in the reach and an average

value of X : 0.2.If inflow and outflow hydrograph records are available for one or

more floods, the routing process is easily reversed to provide better values of K and

X for the reach. To illustrate the latter method, instantaneous values of S versus

TABLE 13.2

Date

( 1 )

lnflow

(2\

v o I 2

(3)

Crl't

(4)

C,Q,

(5)
Computed

outflow

3-t6
17
1 8
19
20
21,
22
z3

24
25
26
27
28
29
30
J I

4-l
2

4
5
6
7
8
9

4,260
7,646

11,167
16,730
21,590
20,950
26,570
46,000
59960
57,'�t40
47,890
34,460
21,660
34,680
45,180
49,r40
41,290
33,830
20,5t0
t4,720
11,436
o )04

7,831
6,228
6,083

364
532
798

1,029
999

L,267
2,194
2,860
) ' 7 5 4
) )24

1,643
1,033
1,654
t  r55

r,969
t,613

9'78
702

443
3 t J

29'�|
290

t,823
3,2'72
4 114

7,160
9,240
8,966

tl,37l
19,688
25,662
) a 1 l )

20,496
14,748
9,270

14,843
1 q  ? ? 7

2t,031,
17,672
14,479
8,778
6,300
4,894
3,977
?  ? { 1
) 66\

)  ) 7 )

2,315
3,206
4,602
6,702
8,877

10,013
12,355
18,289
)4 417

26,9'70
) \  117
) ' t  171
t 7  1 ) )

l7,879
20,729
22,914
) t  1 1 )

19,686
t5,283
11,595
8,872
6,928

4,260
4,419
6,rr9
8,783

12,791
16,941
19 ,1  10
23,578
34903
46,705
51,469
49,109
41,514
32,67'�|
34,120
39,559
43,729
42,199
37,569
29,166
22,128
t6,932
13,222
10,576
8,497
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XI + (l -- X)O are flrst graphed for several selected values of Xas shown in Example
13.2. Because S and XI + (1 - X)O are assumed to be linearly related via Eq. 13.3,
the accepted value of X is that which gives the best linear plot (the narrowest loop).
After plotting, the value for K is determined as the reciprocal of the slope through the
narrowest loop, since from Eq. 13.3

K : (1 3.10)n + 0 - x ) o

Instantaneous values of S for the graphs in Example I3.2 were determined by
solving for S, in Eq. 13.4 for successive time increinents. A value of S, : 0 was [sed
for the initial increment, but the value is arbitrary since only the slope and not the
intercept of E_q. 13.3 is desired. The 52 values are plotted against.average weighted
discharges, XI + (l - X)O in Table 13.3. A preferable method would be to plot S,
values against corresponding values of instantaneous (rather than average) values of
XIz + (l - X)Or, using recorded values of inflow and outflow (not provided).

TABLE 13,3

-  l . l l "

2
Date (cfs)

O j + 0 2
u =  

2
(cfs)

sz
(1 O3cfs-days)

Weighted discharge (cfs)
X + ( 1  - X ) O

X:  0 .1  X  :  0 .2  X :  0 .3

3- 16
t7
1 8
t9
20
21
22
23
z+

25
3-26

27
28
29
30
3 l

4 - r
2
J

4
5
6
7
8

5,870
9,310

12,900
20,500
21,000
23,400
32,500
s5,400
62,700
52,600
43,200
25,200
22,800
41,200
s0,400
45,300
38,800
2?,000
16,200
12,400
10,200
8,080
6,010
5,050

4,180
6,970
7,560

14,200
18,300
18,500
21,300
29,300
39,700
48,700
53,300
48,700
37,r00
35,800
35,800
35,800
42,700
44,lOO
35,400
25,200
t6,400
1 1,500
9,380
7,860

1 .7
4.0
9.4

15.7
18.4
z 5 - J

34.5
60.6
83.6
97.5
87.4
73.9
Jv.o
65.0
79.6
89. r
85.2
68.0
48.9
36.1
29.9
26.5
23.1
20.3

4,350b
7,200
8,090

14,800
18,600
19,000
22,400
31,900
42,000
49,100
52,300
46,400
35,700
36,300
37,300
36.800
42,300
42,400
33,500
23,900
15,800
1r,200 |
9;040
7,300

4,520 4,690
't,440 7,670
8,630 9,160

15,500 16,100
18,800 19,100
19,500 20,000
23,500 24,700
34,500 37,100
44,300 46,600
49,500 50,000
51,300 50,300
44,000 41,700
34,200 32,800
36,900 37,400
38,700 40,200
37,700 38,600
41,900 41,500
40,800 39,000
31,600 29,600
22,600 2r,400
15,200 14,500
10,800 10,500
8,710 8,370
7,300 7,020

"Note: ,S2 = ,Sr * f Ar - d Al fsee Eq. 13.4].
'Example:  4350 :  0.1(5870) + (1 -  0.1X4180).



EXAMPLE 13.2

13.1 HYDROLOGIC RIVER ROUTING 239.,

Given inflow and outflow hydrographs on the Muckwamp River, determine K and X
for the river reach. (See Table 13.3.)

ro
X

I
g

t \
X

,a
o
x
5
A

80.000 cfs-davs

Storage, S

Solution. Selecting the narrowest loop gives X : 0.3; K : 80,000 cfs-
days/40,000 cfs : 2.0 days. These values could now be used to route other
floods through the reach as in Example 13.1.

Inherent in this procedure is the postulate that the water surface in the
reach is a uniform unbroken surface profile between upstream and downstream
ends of the section. Additionally, it is presupposed that K and X are constant
throughout the range of flows. If significant departures from these restrictions
are present, it may be necessary to work with shorter reaches of the river or to
employ a more sophisticated approach. I I

Muskingum Crest Segment Routing Sometirnes it is desirable to solve for a
single outflow rate or route only a portion of an inflow hydrograph by the Muskingum
method (e.g., the crest segment when only the peak outflow is desired). This is easily
accomplished by successively numbering the inflow rates as 11, 12, 13, . . . , In,
In+t, . .. , and rewriting Eq. 13.6 as

O,:  CsI ,  + Ct ln- t  + C2O^- l (13 .1  1 )

where On is the outflow rate at any time n. The outflow O,-1 is next eliminated from
Eq. 13.11 by making the substitution

On-t :  Coln-t + ClIn-2 * C2O,-2 (r3.r2)

By repeated substitutions for the right-side outflow tetm On-2, On-2, . . . can each be
eliminated and On can be expressed as a function only of the flrst n inflow rates or,
finally,

On :  Kl In + K2In-1 + K3In-2 + '  . '  +  K, I ,

where Kr: Co
K z =  C o C 2 +  C 1
K3 :  K2C2
K , :  K , - r C . r f o r i > . 2

(13.13)

opo

€
E

e
.E
b0
o
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Using data from Example 13.1 to find the outflow rate on 3-26, we obtain

Kr :  C6: 0.0477
Kz: CoC2 + Cr :  0.0477(0.524) + 0.428 :0.4530

Kz : KzCz: 0.4530(0.524) : 0.2374

Kr t :  KrcG :  0 .0013

Thus the outflow on 3-26 is calculated as O11 : 0.0477 X (47,g90) + 0.4530 X
(57,740) + . . . + 0.0013(4260) : 51,469 cfs.

SCS Convex Method

The U.S. Soil Conservation Service (SCS) developed a coefficient channel routing
technique, similar to the Muskingum method, in their National Engineering Hani-
book.3 It has had widespread application in planning and, design and can be used
successfully even when limited storage data for the reach are available. Until 1983, the
procedure was used for all streamflow hydrograph routing in TR-20, the SCS storm
event simulation computer program described in Chapter 24. Newer versions of
TR-20 use the att-kin method described in Section 13.3.

Analysis of Fig. 13.2 produces the working equation for the convex routing
method. Because the areas under both curves are equal, and because the peak outflow

Figure 13.2 Geometric relations used in the scs convex routing method. (After
U.S. Soil Conservation Service.3)
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is less than (and occurs later than) the peak inflow, the curves cross at some point A,

resulting in the fact that the value Orwill always fall between Il and Ot. At any time,

the vertical distance of 02 above Or (or below 01 on the right of A) is a fraction C, of

the difference It - 01 as shown in the inset of Fig. 13.2. By proportionate vertical
distances

Oz: Ot  + C,(11 -  O) (r3.r4)

This could be used to route the entire inflow hydrograph if C, could be established.
From Eq. 13.14,

o r -  o ,
- ' -  1 , . - o ,

Because Al is one limb of the triangle in the inset to Fig. 13.2,

(13 .1s)

(13 .18 )

L t  _ O " -  O ,
K  I r - O ,

(13 .16)

where the constant K is the horizontal time from O, to the interseption of the line
passing through Ol and 02. Thus C, is a function of both A/ and K, or

(r3.r7)

routing method.

Determination of K and C, Proof that K from Fig. 13.2 is a constant is left to the

reader. It is a storage parameter with time units and can be approximated by the K

from the Muskingum method. Similarly, C, is approximately twice the MuskingumX.
The reach length divided by wave velocity (estimated from Table 13.1) will provide

another estimate of K, or actual measurements of reach travel time can be used.

Equation 13.l'l canthen be solved for C,. The value recommended by the SCS, in the

absence of other estimates, is

n  _ � L tw r - v

C , :

where Vis the velocity for a representative steady discharge, andV * 1.7 approxi-

mates the celerity (speed) of a kinematic wave traveling through the reach. The units

of V in Eq. 13.18 are feet per second (fps).
Routing by Eq. 13.14 is easily accomplished after the C, value is estimated. The

interval Ar should be one-fifth or less of the time to peak of the inflow hydrograph to

assure a sufficient number of calculated outflow rates to deflne the hydrograph. As

with all routing methods, the time interval should be selected so that one point falls

at or near the peak and other locations of rapid change.
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Unlike other routing methods, the convex method equation for O, is independent

of 1r. Thus the proceduie can be used to forecast outflow from a reach without

tnowing the concurrent inflow. This provides a method for early calculation and

warninf for floods. Flow recorders can be linked through microprocessors to warning

systems that calculate downstream flood potentials at least one full routing-time

interval ahead of the flood.
The procedure can be reversed to find the inflow hydrograph for a given outflow

hydrograph, or it can route a cumulative mass curve of inflow to the reach instead of

the hydrograPh itself.

Muskingum-Cunge Method

Several attempts to overcome the limitations of the Muskingum method havelot been

totally ,u"""riful because of computational complexity or difficulties in physically

interpreting the routing parameteri.a's The Muskingum parameters are best derived

fiom streamflow measurements and are not easily related to channel characteristics.

Cunge6 blended the accuracy of the diffusion wave method (see Section 13.3)

with the simplicity of the Muskingum method, resulting in one of the most recom-

mended techniques for general use. It is classified as a hydrologic method, yet it gives

results comparable with hydraulic methods'
Cunge showed that ihe finite-difference form of the Muskingum equation be-

comes the diffusion wave equation if the parameters for both methods are appropri-

ately related' From Eqs. 13.1 and I3'3, the Muskingum equation is

s -
K + l n + ( l - x ) o l : t - o

d t -
(1 3.1e)

Substituting Q,for I and Qi*rfot O, andrewriting in finite-difference form' we obtain

fir"a':'
If K is set equal to Lxfc,Eq. 13.20 is also the finite-difference form of

(t3.2r)

+ (1 - x)Q"+l - xQI - (1 - x)Qi*,]
: t(Q',*' - Oi+i + Qi - Q',*') (13'20)

O i I i :  c o Q ' , * ' +  c t Q i *  c r Q i * , (r3.22)

Lt/K - 2X

u# * 'H:  o
which is called the kinematic wave equation (see Eq. 13.59) and can be derived by

combining the continuity and -oln"ntu- (or friction) equations.T The variable Ax

denotesunincrerrr"ntofdistancealongthestreamaxisandcisthewavespeed'
The equation to be used for routing is obtained from Eq . 13 .20 by solving for the

unknown flow rate,

where

co 2 ( r - x ) + L t / K
(r3.23)
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LtlK + 2x

243

(r3.24)

(r3.2s)

c r :
2 ( r - x ) + L t / K
2 ( I - x ) - c L t / L x

Because K : A,xfc,it represents the time for a wave to travel the routing reach length

Ax, moving at velocity t. Conge shows that the velocity c is the celerity of a kinematic

wave previously described (Table 13'1).
When X : 0.5 and c Lt/A,x: 1.0, the routing equation produces translation

without attenuation. When Ax : 0 (zero reach length), no translation or attenuation

occurs.
If previous flood data are available, the routing parameter c canbe extracted by

reversing the routing calculations. Estimates of the parameters can also be obtained

from flow and channel measurements.
The value of X for use in Cunge's formulation is

x: t ( ' -# t )

4 - " '
v 2  . / r  . - \  L  A a l ?2 ( I - x ) + L t / K

(r3.26)

where So : channel bottom slope (dimensionless)

4o : discharge per unit width (cfs/fO, normally determined for the peak rate

The value of celerity c can be estimated as a function of the average velocity V by

c :  m V  Q 3 . 2 7 )

where v is the average velocity QfA, andm is about I for wide natural channels. The

coefficient m comes from the uniform flow equation

Q :  b A -

which reduces, by taking partial derivatives, to

o Q  :  * g :  * y
A A A

Substituting this into the continuity equation

Q * 4 : o
6x At

(13.28)

(r3.2e)

(13.30)

gives Eq. I3.2t if c : mv.If discharge data ate available, m can be estimated from

nq. tZig. Values for common shape channels are given in Table 13'1'

The rout{rg can now be done using either constant m and c parameters (i.e.,

using a single ai'erage velocity) or variable parameters (using each new velocity v).

equition I-3.2i rs solved for c, the value X is derived from Eq. 13.26, and E6' 13.23

to 13.25 are solved using K : Lx/c.
When using this rnethod, the values of Ax and Ar should be selected to assure

that the flood wa-ve details are proper$ routed. Nominally' the time to peak of inflow

is broken into 5 or 10 time increments At. To give both temporal and spatial resolu-

tion, the total reach length l, can be divided into several increments of Ax length, and

outflow from each is treated as inflow to the next.
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Use the Muskingum-Cunge method to route the hydrograph from Example 13.2. Use
So : 0.0001, Lx : 545 mi, flow cross-sectional area at Q : 59,960 is 5996 ft2,
width at Q : 59,960 is 60 ft, and Ar : 1.0 day (as in Example 13.2).

Solution. From the inflow, the peak rate of 59,960 cfs gives

o^ 59.960
S o : T

,, - Qo - 59,960 -V r : T  :  l 0 f p s

c  :  Z V o :  1 6 . 7  f p s

From Eq. 13.26

" : ;1, - 1000
0.0001 (16.7)s4s (s280)

K : 
L* 545(5280)
7 :  

- f f :  1 7 2 , 8 0 0  s e c

and C": -0.1765

Ct :  0 '7647

Cz: 0'294I

The routing for a portion of the hydrograph is as follows:

Date, t CoQ'*L* Ct Qti*ro* Cz Qlutno*

' t
I
I

L
: 0 . 4

Qli*.*

3-16
17
18
t9
20
2 l
22
L 3

24
25
26
27

3-28

-  1350
-r970
-2950
-3810
-3700
-4690
-8120

- 10,580
10,190
-8450
-6080
-3820
-6120

3260
5850
8540

12,790
16,510
16,020
20,320
35,180
45,850
44,150
36,620,
26,3sO
16,560

0
560

1310
2030
3240
4720
4720
4980
8700

13,050
14,340
13,200
10,510

r9r0 (3-r7)
4440
6900

11 ,010
16,050
16,050
16p20
29,580
44,360
48,750
44,880
35,730
20,9s0 (3-29)

Note that the peak outflow of 48,750 cfs on March 26 occurs on the same date
as in Example I3.2 but has experienced slightly greater attenuation from the
Muskingum-Cunge example.

The value C, is always positive, and negative values of C, are not particu-
larly troublesome. Although C0 is negative in this example, this condition should
be avoided in practice. As seen from Eq. 13 .23, negative values of Co are avoided
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( 1 3 . 3 1 )

when

Other Methods

Other hydrolSgic river routing procedures have been developed, including the working
R&D method, straddle-stagger method, Tatum method, and multiple storage method.
They all appear as options in HEC-I, the U.S. Army Corps of Engineer's event
simulation and routing model described in Chapter 24.

13.2 HYDROLOGIC RESERVOIR ROUTING

The storage indication method of routing a hydrograph through a reservoir is also
called the modified Puls method.8 A flood wave passing through a storage reservoir is
both delayed and attenuated as it enters and spreads over the pool surface. Water
stored in the reservoir is gradually released as pipe flow through turbines or outlet
works, called principal sprllways, or in extreme floods, over an emergency spillway.

Flow over an ungated emergency spillway weir section can be described from
energy, momentum, and continuity considerations by the form

O :  C Y H '

: the outflow rate (cfs)
: the length of the spillway crest (ft)
: deepest reservoir depth above the spillway crest (ft)

(r3.32)

: the discharge coefficient for the weir or section, theoretically 3'0
: exponent, theoretically J

Flow through a free outlet discharge pipe is similarly described by Eq. 13.32

where' I : the cross-sectional area of the discharge pipe (ft'�)
H : head above the free outlet elevation (ft)
C : the pipe discharge coefficient, theoretically \/29
.r : exponent, theoretically j

Flow equations for other outlet conditions are available in hydraulics textbooks.
Storage values for various pool elevations in a reservoir are readily determined from
computations of volumes confined between various pool areas measured from topo-
graphic maps. Since storage and outflow both depend only on pool elevation, the
resulting storage-elivation curve and the outflow-elevation relation (Eq. 13.32) can
easily be combined to form a storage-outflow graph. Storage in a reservoir depends
only on the outflow, contrasted to the dependence on the inflow and outflow in river
routing (Eq. 13.3).

For convenience, ,S is often defined as the "surcharge storage" or the storage
above the emergency spillway crest. Normally the overflow rate is zero when ,S is zero.
Ifthe graphed storage-outflow relation is found to be linear, and ifthe slope ofthe line

^ | ,  , *  r r

where O
Y
H
C
x
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is defined as K, then

S :  KO (13.33)

and the reservoir is called a linear reservoir. Routing through a linear reservoir is a

specialcaseof Muskingumriverrouting showninFig. 13.l-usingr : 0'0inEq. 13.3'

Note also that the,outfl-ow rate in Fig. tg.t is increasing only while the inflow exceeds

the outflow. This observation is conJistent with the assumptions that the inflow imme-

diately goes into storage over the entire pool surface and that the outflow depends only

on this storage.
Routing through a linear reservoir is easily accomplished by first dividing time

into a number of equal increments and then substituting s2 : Ko2into Eq. I3'4 and

solving for oz, wtrictr is the only remaining unknown for each time increment'

To route an emergency Ro'oa through anonlinear reservoir, the storage-outflow

relation and the continiity equation, Eq. L3'4, are combined to determine the outflow

and storage at the end of'each time inciement A/. Equation I3'4 can be rewritten as

r , + r n + 1  . ( * - o , ) : '+ t  on+t (r3.34)

in which the only unknown for any time increment is the tgt_*:n the right side' Pairs

of trial values of S"*, and O,*1"ould b" generated that satisfy Eq. 13 .34 and checked

in the storage-outflow "uru" fot confirmation. Rather than resort to this trial proce-

dure, a valrie of At is selected and points on the storage outflow curve are replotted as

the ';storage indication" curve shown in Fig. 13.3 ' This graph allows a direct determi-

nation of the outflow O,11 o11ce a value of the ordinate Zl,*rfLt I On+r has been

calculated from Eq. f :.:4' ftre second unknown' S,*t, can be read from the S-O

curve(whichcouldilsobeplottedonthegraphinFig. 13.3)orfoundfromEq'13'34'

t200

I

/

/
{,

: 600

.il<

0 1 0 2 0 3 0 4 0 5 0
Outflow (cfs)

Figure 13.3 Curve of zsl\t + O versus O'
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This row-by-row numerical integration of Eq. 13.34 with Fig. 13.3 is illustrated using
Ar : t hr in Example I3.4.

Given the tria4gular-shaped inflow hydrograph and the 2S/Lt + O curve ofFig. 13.3
find the outflow hydrograph for the reservoir assuming it to be completely full at the
beginning of the storm. (See Table 13.4.)

o

Time (hr)

In selecting a routing period Ar, generally at least five points on the rising limb
of the inflow hydrograph are employed in the calculations. An increased number of
points on the rising limb, that is, a small A/, improves the accuracy, since as A/ - 0
the numerical integration approaches the true limit of the function being integrated,
in this case dSfdt.

Column 3 in Table 13.4 comes from the given inflow hydrograph, column 4 is
simply the addition of I, + In*r, andColumns 5 andT are initially zero, since in this
problem the reservoir is assumed full at the commencement of inflow. Therefore,
there is no available storage.

TABLE 13.4 ROUTING TABLE

o
90

( 1 )

Time
(hr)

(4)

I, + In+l
(cfs)

(3)

ln

(cfs)

(2) (5)'n-o.
(cfs)

(6)
2Sn+1 , a-;f- T vn+1

(cfs)

(7) (8)

an+t  Sn+t

(cfs) (cfs-hr)

0
I
z
3
+

5
6
'7

8
9

t0
l l
t2

1 0
2 3 0
3 6 0
4 9 0
5 120,
6 150
7 180
8 135
9 9 0

10 45
l l  0
1 2 0
t 3 0

- t t ,

90
150
2 lo
270
330
3 1 5
225
135

0
0
0

0
20
74

160
284
450
664
853
948
953
870
746
630

J U

1 1 0
224
370
) )4

780
979

r078
1085
998
870
746
630

5
18
3 Z

A A

52
) 6

63
65
65
64
62
58
54

12.5
46
96

164
250
361
458
506
5 1 0
467
404
344
288
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The starting value for n :

and 5 from F,q.13.34

(L + 12)

1 in column 6 is computed as the sum of columns 4

- ( * - o ' )  :

3 0 * 0 :

25"
- +
Lt
25.- - +
Lt

o2

o2

Entering the ordinate of Fig. 13.3 with the value 30 from column 6 gives a value for

o, of 5 cfs, which is recorded in column 7 , The corresponding end-of-time-interval

storage, s,, is calculated from columns 6 and7 and recorded in column 8. Moving to

the second fow, a value of the term in column 5 can now be found fof n : 2 using s'

and O, from columns 7 and 8'
Thestepwiseprocedureusedtogetoutf lowfiguresforal lncanbeSumma.

rized as

l .Entr iesincolumnsland3areknownfromthegiveninf low.hydrograph.
2. Entries in column 4 arc the additions of I' t I'*' in column 3' - -
3 .The in i t ia lva lueof the terminco lumn5iszero , though i tcou lda lsobe

based on any arbitrary starting storage value' and columns 4 and 5 are

added to produce the value in column 6'

4 .The2SlA, t+oversusop lo t i sen teredwi thknownva luesotzS lL t+o
to find values of O for column 7'

5 .Co lumns6and lareso lvedforS,+r ,wh ich is recorded inco lumn8.
6. Advance to the next row and calculate the next value for column 5 using the

values in the preceding row for O and S {om columns 7 and 8'

7. Add the value in cotuin 5 to the advanced sum in column 4 and enter the

result in column 6 for the new period under consideration'

8 . T h e n e w o u t f l o w f o r c o l u m n T i s a g a i n f o u n d f r o m t h e r e l a t i o n o f
ZSlLt + O as in Fig. 13.3.

g .Thecor respond ingnewstorage inco lumn8is foundbyso lv ing f rom
columns 6 andT '

l.0.Steps6throughgarerepeateduntiltheentireoutflowhydrographisgener-
ated. rl

13.3 HYDRAULIC RIVER ROUTING

ploys both the equation of continuity and

utions to the complete hydrarllic routing

ili"�'nTil::ll;lffi ffffi i.;fi ffi :::
tions.

Hydraulicfoutingtechniquesarehelpfulinsolvingriverroutingproblems,over-
land flow, or sheet now. uyaraulic routing proceeds from the simultaneous solution

of expression, of continoiti una -o*"ntuir, 1'ne general forms of the combination for

rivers are called the spatically varied unsteady fl'ow equations'
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These equations also apply to sheet flow or overland flow and include terms for
laterally incoming rainfall. They can be simplified and used to resolve river routing
problems.e For completeneis of presentation, a general form of the spatially varied
unsteady flow equations will be presented first.

Equation of Continuity

The equation of continuity states that inflow minus outflow equals the change in
storage. To relate this concept to a river section under a condition ofrainfall or lateral
inflow, consider an element of length Ax and unit width into the page as shown in
Fig. 13.4.

The total inflow is

The total outflow is

(13.36)

The change in storage is

,(, - X+)(, 
- 

* *) * * , [.' l,'*o' ,,*. r) dt dx (13 35)

o(v + t*+)(,. #?) o'

ofrl," * (r3.37)

,(,- #+)(,- o(v*o t  ? ) ( r .  *+ )
l A x L x
f  2 - - * l - -  2 -

( a )

ft)

Figure 13.4 Continuity and momentum elements (where p : the density of
water, V : the average velocity. 1l : the depth. i : the lateral inflow per ele-
mental Ax, and S = the slope of the river bottom).

l(x, t)

i(x, t)
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Consequently, continuity gives

-o(r{*tx + vfia') a,

6 V  . , 0 y  ,  0 y  :
v - - | v - - r" 6 x  6 x  A t

e { + v Y * * -
dx dx  d t

+ pl A,x L, - oX L,x L,t : o (13.38)

where i is the average lateral inflow resulting from rainfall over Ax and Ar.
The continuity equation of unsteady flow with lateral inflow is obtained by

simplifying Eq. 13.38

(13.3e)

For other than a unit width, Eq. 13.39 takes the form

l : 0 (13.40)

where A is the width times the depth, y.

Momentum Equation

In accordance with Newton's second law of motion, the change of momentum per unit
of time on a body is equal to the resultant of all external forces acting on the body.
The following derivation of the momentum equation of spatially varied unsteady flow
is presented subject to the following assumptions: (1) the flow is unidirectional and
velocity uniform across the flow section; (2) the pressure is hydrostatic; (3) the slope
of the river bottom is relatively small; (4) the Manning formula may be used to
evaluate the friction loss due to shear at the channel wall; (5) lateral inflow enters the
stream with no velocity component in the direction of flow; and (6) the value of I
represents the spatial and time variations of lateral inflow.

Forces acting on an element of length Ax and unit width are shown in Fig. i 3.4b.
The forces F1 andF, represent hydrostatic forces on the element and are expressed as

- f-, at vA) axlF,:  y lyA - - ;z l

- - .f-^ a(la) Axlrz: lL,!^ -  A- Z l
where y is the distance from the water surface to the centroid ofthe area. The resultant
hydrostatic force is F, - Fr, or

r , :  - ra ( !A)  *  (13 .43)
\ 1 6 x

By assuming a small slope for the river bottom, the gravitational force is given by

Fr : yAS A.x (13.44)

The frictional force along the bottom is equal to the friction slope $multiplied by the
weisht of water in an element Ax.

(13 .41)

(r3.42)

\ :  v A S y L x (13.4s)
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The rate of change of momentum in the length Ax may be expressed as

d(mv) dV ,.dm: i i i____ T V____
dt dt dt

in which m is the mass of fluid.
If it is assumed that the incoming lateral inflow enters the moving fluid with no

velocity component in the direction of flow and I represents the spatial and time
variations of the lateral inflow, the rate of change of momentum for the element can
be expressed as

dtuv) dv
T : p A L x i + p v i  L x

dv av , ,av
T  v -

dt at Ex

The rate of change of momentum is therefore

oe *(Ya,. "#) + pvi L,x (r3.4e)

Equating the rate of change of momentum to all external forces acting on the
element results in

{ * r { + g a F A )  + L : s ( s - s )
A t O x A O x A

Now for a unit width element, the relation simplifies to

{u, * r{u** tX+Yri : s{s - s) : o

E v  V A V  I A V
c _ c _ :

(r3.46)

(r3.47)

(13 .48)

(13.50)

(13 .s  1 )

(r3.s2)

Equations 13.50 and 13.51 form a set of simultaneouS expressions that can be
solved for V and y subject to the appropriate boundary conditions.

Kinematic, Diffusionn and Dynamic Waves

For the case with zerclaterclinflow, l, Eq. 13.51 can be solved for the friction slope

Friction Bed
slope slope

Kinematic wave

Convective Temporai
acceleration accelelation

Water
surface
slope

Diffusion wave

Fu11 dynamic wave
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The three types of analysis of unsteady flow routing in open channels are classified as
kinematic, diffusion (also called noninertia), and dynamic wave analyses, depending
on which terms in F;q. 13.52 are retained. The three techniques differ not only by
including different terms of Eq. 13.52 but also in the assumptions regarding flow
conditions for satisfying the momentum equation. Table 13.5 shows these assump-
tions.

TABLE 13.5 ASSUMPTIONS USED IN VARIOUS HYDRAULIC
ROUTING METHODS

Method Common flow condition Water surface profile

Kinematic
Diffusion
Full dynamic

Steady
Steady
Unsteady

Uniform
Nonuniform
Nonuniform

Steady flow is defined as flow that does not change with time, and uniform flow
is flow with a water surface paralleling the bed slope. For steady uniform flow, the
rating curve (stage-discharge curve) is a single curve without hysteresis loops. Steady
nonuniform flow has constant discharge but varying water surface slope such as that
found at the entrance to a reservoir or at the approach of a waterfall.

One way of selecting the applicable method is to examine the rating curve and
assess whether it is the same for rising and falling stages. The choice of routing
equation depends on whether the difference is small (kinematic), relatively large
(dynamic), or somewhere in-between (diffusion).

The kinematic wave method assumes that the inertia terms of Eq. 13.52 ate
negligible and that the friction slope equals the bed slope S. Momentum conservation
is approxi(nated by assuming steady uniform flow, and routing is accomplished by
combining the continuity equation with any form of friction loss equation. Typically,
either the Manning equation or Ch6zy equation is used. The Chdzy equation is

and the Manning equation is

where C and n are friction coefficients, S is the friction slope, and R is the hydraulic
radius (area divided by wetted perimeter). Both give velocity in feet per second if area
and wetted qerimeter are input using square feet and feet units.

Either 
*of 

these equations can be substituted into the kinematic portion of
Eq. 13.52, equating slope of energy grade line with bed slope to account for momen-
tum. The continuity equation, Eq. 13.39, for this case reduces to

d Q  
* 6 4 : o

Ex At

The Manning or Ch6zy equation has the form

Q:  b '4^

(13.5s)

V : C\/RS

V : l '486 
O2/3St/2

n

(13.s3)

(13.s4)

(13.56)



which, after taking derivatives, is

6Q = 6*4*-t
AA

Multiplying Eq. 13.55 by dQ/dA gives

, ,  a Q
mv --

dx

or. if c - mV, the kinematic routing equation is
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: M V (r3.57)

(13.s8)

(13.se)

(13.60)

( 1 3 . 6 1 )

o:  m--a
A

+ 9 : o
at

. Q * 9 : o- d x  
A t

" : d Q : l d Q-  
d A  B d Y

. q
d : -" 2 5

where B is the top width of the channel. Thus celerity is related to the slope of the

rating curve, which varies with stage. Most applications assume that c is constant and

9 *  ,9 :  d{9
At dx dx-

The left-hand side is the kinematic wave equation and the right accounts for the

diffusion effect of nonuniform water surface proflles. The hydraulic diffusion d is

given by
(r3.62)

where 4 is the flow per unit width of channel, and s is the bed slope. This term reveals

why kinematiowave analysis is valid when bed slopes are steep (resulting in small d)

or when the channel ls extremely wide (resulting in small 4)' For flat bed slopes, the

hydraulic diffusion coefflcient is particularly important'

Numerical solutions of Eq. 13.6I ate presented by several investigators'12-ra

These normally involve substitution of the relation

3v-B+
d t

ao
A - -

(13.63)
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into Eq. 13.61, where B is the channel top width. The Manning or Ch6zy equation is
used for the friction slope, where

tr :# (r3.64)

in which the conveyance K is Q/\/Srfromeither equation. Diffusion waves apply to
a wider range of problems than kinematic formulations, but their use may not be
warranted because it requires about the same effort as dynamic routing.

The third type of wave analysis accounts for all terms inBq.13.52, including the
nonuniform, unsteady, and inertia components. It is referred to as the "dynamic" or
"full dynamic" formulation. Dynamic wave solutions are far more complicated but
are often necessary for analysis of flow along very flat slopes, flow into large reser-
voirs, highly unsteady dam-break flood waves, or reversing (e.g., tidal) flows. These
conditions are often encountered on coastal plains. As a general rule, full dynamic
wave analysis becomes necessary when

s > (13.6s)

bed slope
time to peak (sec) of the inflow hydrograph
average flow depth (ft)
eravitational acceleration

SCS Att-Kin TR-20 Method

In 1983, the SCS replaced the convex method (Section 13.1) with the modified att-kin
(attematron-kinematic) method as the agency's preferred channel routing method.ls
The 1.964 SCS TR-20 (Chapter 24) single-event simulation model used the convex
method but was subsequently modified to route by the att-kin method.

The procedure is a blend of the storage indication and kinematic wave methods.
Figure 13.5 shows the two-step process of simulating attenuation first by means of

254

1 5 F
4 \ ;

where S -

T o :
D :

o :
d

e
E
o
PP

Flgure 13.5 Routing principles used in the SCS att-kin method,
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storage routing and then translating the wave in time by the kinematic wave method
to account for the fact that routed flow rates not only decrease in magnitude but also
require time to traverse the length of the routing reach. The storage routing portion
provides attenuation with instantaneous translation, and the kinematic wave routing
provides translation and distortion but does not attenuate the peak. Both are needed
to produce the desired effect. The previously rhentioned full dynamic equations
simultaneously account for both effects but are difficult to solve.

Figure 13.5 helps to visualize the process. The same volume V1 of water flowing
into the reach during time /, would flow out of a hypothetical storage reservoir during
interval 12. This same volume would translate and distort downstream by kinematic
actibn, flowing out of the reach during interval /r.

Through its theoretical development and selection of routing coefficients, the
att-kin method equations satisfy the physical propagation and timing of the peak flow
rate first. Conservation of mass is also assured (areas under the three hydrographs of
Fig. 13.5 are equal).

The actual process routes the inflow hydrograph through storage, then translates
the peak flow rate, without attenuation, to its final time location in the outflow
hydrograph. The location in time of the peak outflow is assumed equal to that corre-
sponding to the maximum storage in the reach during passage of the flood.

Because celerity changes with storage, the other flows of the storage-routed
hydrograph are translated, pach by a different celerity, to their respective final times
and values.

The storage indication routing is accomplished by substitution of the relation

Q :  K S ^ (13.66)

into the continuity equation, Eq. 13.30, where S is the storage and K and m are
coefficients. Kinematic routing solves the unsteady flow equation (13.59) with

Q :  b A * (r3.61)

where b and m are input coefficients, and A is cross-sectional area. If Z is the length
ofrouiing reach, and ifthe cross-sectional area throughout L is relatively constant, the
storage is given by

S :  L A (13.68)

These equatiohs are combined in an iterative fashion to assure that the peak flow
resulting from the kinematic routing equals the peak resulting from storage routing,
and simultaneously ensuring that the time of the peak outflow occurs at the time of
maximum storage in the reach, or

Qo:  KS; (13.69)

Input to the method requires selection of a reach length and estimates of b and m for
use in Eq. 13.59. As discussed for Table 13.1 and Eq. 13.27, m canbe shown to be
a factor relating average velocity (under bankfull conditions) with wave celerity, or

c

v (13.70)
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The larger ru becomes, the shorter the travel time, A value of m I 1.0 would incor-

rectly make the celerity slower than the average flow velocity. Studies by SCS resulted

in a recommendation of ! for general use. Signif,cant errors resulted for m values

greater than2.0. Equation 13.67 is appropriate for cross sections having a single

ihannel with regulaishape. Complex cross sections are more diffcult to evaluate, but

la values can be developid from a rating table for the stream'rs

As the coefficient b decreases, attenuation of the peak flow increases due to

reduced velocity and increased storage in the reach. The value b canbe estimated by

plotting Q and A on log-log paper and fitting the linear form of Eq. 13.67 (referlo

faatei6.+1. The slope *oUa be m andthe intercept ut 4_: 1 would be b. The SCS

has also developed nomographs for estimating b and m'"
As a general guideline, the reach length L should be increased to a value that

results in a kinematic wave travel time c greater than the selected time increment, or

Lo>  cA , t

= wave celerity
= minimum acceptable reach length 6,000
= minimum recommended reach length 5,000

Z*io
ft
9,000
7,500

3,500

LR
ft

18,000
15,000

12,000
10,000

7,000

5,000
4,000

3,000

2,000

1,500

1.000

t00
ngth for
Service,
Release

mV
l*ln

LR
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ft/sec MainTime

Increment
Hours

0.5

0.7 2

I

0.5

0.3
n ? 5
0.2'

0 .1

0.05

r <nn

? nnn

1,500

1,000

750

3

/

5

7

350

250

700

500

10
T2

15

Example:

mV = 4f t lsec
Main time increment = 0.2 hr

L*n= 1,450 ft

La = 2,900 ft

Figure 13.6 SCS nomograph for determining reach le

atl-kin method of routing. (After U.S. Soil Conservation
"Computer Program for Project Formulation," Technical

20, Revised, Appendix G, 1983.)
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where Lo is the recommended length' c : mV' and Ar is the time increment' The

minimumrecommendedLoisthatgivingawavetravelt imeequaltoabouthalf the
rime incremenr. This 1j[$;"1* iray iesult in analytical difficulty when lengthy

inf lowhydrographsorsteepStreams.areencountered.I talsoresults inthepeak
outflow time being ,ourJ"J"rp io the full time increment Ar. If several reaches were

routed, this incrementat time^error would accumulate' Thus a reach length between

c Lt and c Lt/2 is acceptable' but a length greater thal c. A/ is recommended'

Figure13.6providesth"rangeofminimumacc"eptableandminimumrecommended

Summary
ComputersoftwareforhydrographsynthesiS^androutingisavailablefromnumerous
public and private vendors. wid;ry used federal agelcy routines are detailed in

Chapter 24. Virtually every ( amflow processes includes one or

m o r e h y d r o g r a p h r o a s H E C - I ( C h a p t e r 2 4 ) , p r o v i d e
several choices. In I lplied hydroloeig a1d hydraulic

routing procedures ' the models can be found in the

1iterarure.,6,17 At sel suggestions .T" 
g]]:i,:Ytditg

when each of the methods should be applied' The reader who will engage ln rlver or

reservoirroutingisencouragedtodwelopthecomparisonrequestedinProblem13.25
before leaving this chaPter'

routing reach lengths.
ff ffi ff;;iicationsof hvdraulicroutingtec|1ioue11p.p"11'i^'"Tt*::?:Yi::

"u.n ffi ff Ji,ffiffi ff ;'il;;'n"'uu"'i11,, ;t'1 ":".1-':^:"::::T,it?ii::3:[";ffi;i;;;ffi;"'"-*:i"o1j.u""]'mJ1't^:-:T:1T':1"::i"%i"$1::
;;lrt':? iir"T-l"ii,'.i,"n" , i. wru,iil presented 1"* Tl ll :^11ti:: iil::1,::
HX"J"H;il;il#il;;;;;,;;i;# that an interesred student can understand

the structuring processes of hydrologic modeling'

Discuss the main diff-erences between hydrologic and hydraulic routing techniques'
PROBLEMS

13.1.

13.2. The Muskingum river routing equation' ?:,:,':'?,* 
t+}i 

;q":: Iit:t?;;i,Y.'SX,ffff 1iT :il# ffi?#t ;; :..ii+l r" q - 1 91 :, -Yllli "'*i fi:'i IilY?iBi'"".U'1-'"d;i"?';:fli!11iy":;T"':'.."t"jfl i:;#"JI"a'^#i'.h;r::;;'i;A--)-r",t'i'i""1'"'lT1,1l.o:'^"iui:.'* i:il3iil;Siif#ffi"#ru:=#;"i"e-i*ine or the time p:.'i"l' *u,'::9,":1i: lT"jlloutflow, and storage at the beginning of the tlme oerro.; i'||w 12' v2' .xg 9z v\v 4-_

corresponding uutu", u,,t'l ;;:E;: G n"t*#:J:'::3*4":::i3";ffi';
ffi :Tt"'ff :fd;#?;##ir*"p"'i"a'lndAsistl"*"1c-",'istorage'Perrorm
the described A",inution 

"and 
verify ttre equations for Cs' C1' and C2'

l "3.3. I f theMuslongumKvalueis12hrforareachofar iver ,andi f theXvalueis0.2 'what
would be a reasonable value of Ar for routing purposes?
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13.4. A river reach has a storage relation given by S; : ali + boi. Derive a routing equa-

tion for O2 analogous to the Muskingum equation (13.6). Give equations for the

coefficients of 11, 01, and 12.

13.5. List the steps (starting with a measured inflow and outflow hydrograph for a river
' 

reach) necessary to determine the Muskingum K and X values. If the inflow and

outflow are recorded in cubic feet per second, state the units that would result for K

and X if your list of steps is followed.

13.6. Given the following inflow hydrograph:

258

lnflow
(cfs)

Outflow
(cfs)

6 e.v.
Noon
6 p.tu.
Midnight
6 A.M.
Noon
6 p.Iu.
Midnight

Assume that the outflow hydrograph at a section 3-mi downstream is desired.

a. compute the outflow hydrograph by the Muskingum method using values of K :

11 hr and X : 0.13.
b. Plot the inflow and outflow hydrographs on a single graph'

c. Repeat steps (a) and (b) using X : 0.00.
I3,7. Given the following values of measured discharges at both ends of.a 30-mi river reach:

a. Determine the Muskingum K and X values for this reach.
b. Holding K constant (at your determined value), use the given inflow hydrograph to

determine and plot three outflow hydrographs for values ofX equal to the computed

value. 0.5. and 0.0. Plot the actual outflow and nurnerically compare the root mean

square of residuals when each of the three calculated hydrographs is compared

with the measured outflow.

100100
300
680
500
400
310
230
100

Time
lnflow
(cfs)

Outflow
(cfs)

6 e.Ira.
Noon
6 p.v,

Midftight
6 l.rra.
Noon
6 p.tvt.

Midnight
6 n.n.
Noon
6 p.v.

Midnight
6 A.M.

10
12.9
26.5
43.1
44.9
41.3
35.3
27.7
t9.4
15 .  I
12.7
1  1 .5
10.8

l0
30
68
50
40
3 l
Z J

10
10
10
10
t0
10
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13.8. Select a stream in your geographic region that has runoffrecords' Use the Muskingum

method of routing to find K and X'

l3.g.PrecipitationbeganatnoononJune14andcausedafloodhydrographinastredrn.As
thehydrographpassed,thefollowingmeasuredstreamflowdataatcrosssectionsA
and B were obtained:

Time
June 14-17

Inflow,
Section A

(cfs)

Outflow,
Section B

(cfs)

6 e.v.
Noon
6 p.tvt.

Midnight
6 e.u.
Noon
6 p.u.

Midnight
6 n.u.
Noon
6 p.tvt.

Midnight
6 e.u.
Noon

10
10
30
10
50
40
30
20
10
l0
l0
10
10
10

10
10
t3
26
43

4 l
35
28
19
I J

I J

1 l
10

a.
b.

Determine the Muskingum K and X values for the river reach'

DeterminethehydrographatSectionBifadifferentstormproducedthefollowing
hydrograph at Section A:

Time

6 e.u.
Noon
6 p.tt.

Midnight
6 l.rra.

lnflow
(cfs) Time

Noon
6 p.tvt.

Midnlght
6 e.u.
Noon

lnflow
(cfs)

400
300
200
100
100

100
100
200
500
600

13.10. The outflow rate (cts) and storage (cfs-hr) for an emergency spillway of a certain

reservoir are linearly t"fui"a Uy d : Sl3,where the number 3 has units of hours' Use

this and the continuity equations s2 + 02 Ltlz = I tt + sr - or Ltl2to determine

itr" p""f. outflow rad fr;m the reservoir for the following inflow event:

Time
(h0

D

(cfs-hr)
o

(cfs)
I

(cfs)

0
400
600
200

0

0
L

4
6
8
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13.11. A simple reservoir has a linear storage-indication curve defined by the equation

where Ar is equal to 1�0 hr. If s at 8 e.u. is 0 cfs-hr, use the continuity equation to route
the following hydrograph through the reservoir:

" : 2 .  *

Time
I (cf9

8 a.lra.
0

9 a.u.
200

10 e.Ira.
400

1l  A.M.
200

I P.M.

0
Noon

0

13.12. For a vertical-walled reservoir with a surface area A show how the two routing
equations (73.32 and 13.34) could be written to contain only o2, sz, and known,
values (computed from or, s,, and so on). Eliminate .FI from all the equations. How
could these two equations be solved for the two unknowns?

13.13. Given: Vertical-walled reservoir, surface area: 1000 acres; emergency .spillway
width : 97 .l ft (ideal spillway); H : water surface elevation (ft) above the spillway
crest; and initial inflow and outflow are both 100 cfs.
a. In acre-ft and cfs-days, determine the values for reservoir storage S corresponding

to the following values of I1.. 0, 0.5, l, 1.5, 2,3, 4 ft.
b. Determine the values of the emergency spillway Q corresponding to the depths

named in part a.
c. Carefully plot and label the discharge-stcirage curve (cfs versus cfs-days) and the

storage-indication curve (cfs versus cfs, Fig. 1 3.3) on rectangular coordinate graph
paper.

d. Determine the outflow rates over the spillway at the ends of successive days corre-
sponding to the following inflow rates (instantaneous rates at the ends of successive
days): 100, 400, 1200,1500, 1100, 700, 400, 300, 200, 100, 100, 100. Use a
routing table similar to the one used in Example 13.4 and continue the rotating
procedure until the outflow drops below 10 cfs.

e. Plot the inflow and outflow hydrographs on a single graph. Where should these
curves cross?

13.14. Route the given inflow hydrograph through the reservoir by assuming fhe initial water
level is at the emergency spillway level (1160 ft) and that the principal spillway is
plugged with debris. The reservoir has a 500-ft-wide ideal emergency spillway
(C = 3.0) located at the 1160-ft elevation. Storage-area-elevation data are

Elevation
(ft)

Area of pool
(ft2 x 106)

Storage
(ft3 x 106)

1 l{0
1120
1 140
I  158
I 160
1162
1164
I 166
I 168
1180

0
0.85
3.75
9.8

10.8
I  1 .8
12.8
13.8
14.85
25,0

0
4.25

50.25
172.15
r92.75
2r5.35
239.95
266.5s
295.20
528.55
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0
3,630

10,920
to,'720

5 010

1,600
460
100
10
0

table.
a.Findthel5-minunithydrographbySnyder'smethod.

l i"li:l! ff;ru#iHfllSiii.?om 1 8 in. of rain for the nrst 30 min and 0 63

.. il"i:i.,i[T;iitf;,ersus o.cuwe using a routing period of 15 min and the

outflow and storage curves provloeo'

e. Route,n" uJ#f,iu.;;;n";;"dh the reservoir assuming it is full to the bottom

of the sPillwaY elevation 980'

f. Indicate maxi-mum height of water^in the reservor'

g. At what "tJ;;;;iJ'n"'op "f th;;;;;; plu'"d to obtain 5 ft of freeboard?

The inflow hYdrograPh dataare

Time (h0 I (cfs)

0.0
0.5
1 .0
1 .5
2.0
2.5
3.0
J . )

4.0
A <

Elevation
(ft)

lncremental
storage
1 oo(ft")

Total
storage
104(ft3)

960

970

980

990

1000

40

zto

590

1240

250

840

2080

0

40

13.16. Repeat Problem 13'15 with the reservoir initially empty'

l3,IT.AfloodhydrographistoberoutedtytheMuskingummethodthroughalO-mireach
with K = Zhr.tnto how *uny ,ubr"u"h"*-**rirt" ro-ml fvl,r;ach 

be divided in

order to or" lr ]'6.i; ;;J stitt satisry ttre ,tuuitity criterid Kl3 < Lt < Kl
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13.18.

13.19.

13.20.
t3.21.

HYDROGRAPH ROUTING

Repeat Problem 13.6a by dividing the 3-mi reach into two subreaches with equal K
values of 5.5 hr. Compare the results.

Discuss the problems associated with the use of a reservoir routing technique such as
the storage-indication method in routing a flood through a river reach.
Verify Eq. 13.51.
Precipitation began at noon on June 14 and caused a flood hydrograph in a stream. As
the storm passed, the following streamflow data at cross sections A and B were
obtained:

Time
June 14-17

lnflow
Section A

(cfs)

Outflow
Section B

(cfs)

6 .q,.N{.
Noon
6 p.u.
Midnight
6 .r.lr.
Noon
6 p.lr.

Midnight
6 a.Ira.
Noon
6 p.rra.
Midnight
6 e.u.
Noon

l 0
10
30
70
50
40
30
20
10
10
l0
t0
l0
10

10
l0
13
26
43

+ l

35
28
t9
l5
l3
l l
10

a.
b.

Determine the Muskingum K and X values for the river reach.
Determine the hydrograph at Section B if a different storm produced the following
hydrograph at SectionA (continue computations until outflow falls below 101 cfs):

Time

6 a.u.
Noon
6 p.Ira.

Midnight
6 a.Ira.

Inflow
(cfs)

Time
(cont.)

Noon
6 p.u.
Midnight
6 a.Ira.
Noon

lnflow
(cfs)

400
300
200
100
100

100
100
200
500
600

13.22. If the Muskingum K value is 12 hr for a reach of a river, and if the X value is 0.2, what
would be a reasonable value of Ar for routing purposes?



PROBLEMS 263

13.23. Given the following values of measured discharges at both ends of a 30-mi river reach:

Time
lnflow
(cfs)

Outflow
(cfs)

6 n.u.
Noon
6 p.rra.

Midnight
6 1 . v .
Noon
6 p.Ira.

Midnight
6 n.rra.
Noon
6 p.tu.

Midnight
6 e.lr.

10
30
68
50
40
3 l
23
10
10
10
10
10
10

10
12.9
26.5
43.r
44.9
4 t .3
35.3
27.7
t9.4
15 .1
12.7
I  1 .5
10.8

a. Determine the Muskingum K and X values for this reach'

b.HoldingKconstant(atyourdeterminedvalue),usethegiveninflowhydrographto
determine and ptot tt ree outflow hydrographs for values ofX equal to the computed

value, 0.5, and 0.0.

13.24. Given the following inflow hydrograph:

lnflow
(cfs)

Outflow
(cfs)

6 e.v.
Noon
6 p.v.

Midnight
6 e.l"l.
Noon
6 p.v.

Midnight

1010
30
68
50
40
3 l
Z J

10

Assume that the outflow hydrograph at a section 3-mi downstream is desired'

a. Compute the outflow hydrograptr by the Muskingum method using values of

K -  11 hr  and X :  0 .13 '
b. Plot the inflow and outflow hydrographs on a single graph'

c. Repeat Steps (a) and (b) using X : 0'00'

t3,25. Carefully review the chapter and consult one other hydrology textbook for all refer-

ences toipplicability ofeach ofthe routing procedures presented' Compile the results

into a list or table, ihis taUle should be retained and consulted frequently'
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Chapter 14

Snow Hydrology

Prologue
The purpose of this chaPter is to:

. Indicate the importance of snowmelt to water supply and management in cold

regions.
. Describe methods for measuring snowfall and describing its water-producing

caPabilities.
' Describe the physics of snowmelt.
. present modeis for estimating snowmelt under various conditions of tempera-

ture, relative humidity, wind speed, topography, ground cover, and snowpack.

14.1 INTRODUCTION

In many regions, snow is the dominant source of water supply. Mountainous areas in

the Weit are prime examples. Goodell has indicated that about 90 percent of the year$

water suppliin the high Llevations of the Colorado Rockies is derived from snowfall.'

Equally high proportions are also likely in the Sierras of California and numerous

t"giotrr m tne Nortfrwest. A significant but lesser share of the annual water yield in the

Northeast and Lake states also originates as snow. It is important that the hydrologist

understand the nature and distribution of snowfall and the mechanisms involved in the

snowmelt process.
Snowmelt usually begins in the spring. The runoff derived is normally out of

phase with the periods of gieatest water need; therefore, various control schemes such

as storage reseivoirs havJ been developed to minimize this problem. An additional

point of significanc.e is that $ome of the greatest floods result from combined large-

icale rainstorms and snowmelt. Streamflow forecasting is highly dependent on ade-

quate knowledge of the extent and characteristics of snow flelds within the watershed.

fhe water yield from snowfall can be increased by minimizing the vaporization of

snow and melt water. Timing the yield can be managed within limits by controlling

the rate of snowmelt. Early results can be be obtained by speeding the melt process'

whereas the snowmelt period can be extended or delayed by retarding it. The annual

snowfall distribution in the United States is shown in Fig. 14'1'
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An adequate understanding of meteorological factors is as much a prerequisite

in considering the snowmelt pro""rs as it is in dealing with evapotranspiration. The

atmosphere supplies moisture for both snowfall and condensation of water vapor on

the snowpack, regulates the exchange of energy within a watershed, and is a con-

trolling factor in snowmelt rates.
As in the rainfall-runoffprocess, geographic, geologic, topographic, and vegeta-

tive factors also are operative in the snow accumulation-snowmelt runoff process.

For rainfall-runoff relations, point rainfall measures are used in estimating

areal and time distributions over the basin. A similar approach is taken in snow

hydrology although the point-areal relations are usually more cornplex. Mathematical

equations can be used to determine the various components of snowmelt at a given

location. Adequate measures of depth and other snowpack properties can also be

, obtained at specific locations. The use of these measurements in estimating amount

and distribution in area and time of snow over large watershed areas is a much less

rigorous procedure. Usually, average conditions related to particular areal subdivi-

sions over time are used as the foundation for basin-wide hydrologic estimates' Such

procedures are often in the category of index methods (Section 14.6).

Snowmelt routines have been incorporated in numerous hydrologic models,

some of which also include water quality dimensions. A good accounting of the

fundamentals of the snowmelt process and of contemporary snowmelt modeling

approaches may be found in Refs. 2-15 listed at the end of this chapter.

14.2 SNOW ACCUMULATION AND RUNOFF

Under the usual conditions encountered in regions with heavy snowfall, the runoff

from the snowpack is the last occurrence in a series of events beginning when the

snowfall reaches the ground. The time interval from the start to the end of the process

might vary from as little as a day or less to several months or more. Newly fallen snow

has a density of about 10 percent (the percentage of snow volume its water equivalent

would occupy), but as the snow depth enlarges, settling and compaction increase the

density.ls
The temperature in a deep layer of accumulated snow is often well below

fueezing after prolonged cold periods. When milder weather sets in, melting occurs

flrst atlhe rno*pu"k surface. This initial meltwater moves only slightly below the

surface and again freezes through contact with colder underlying snow. During the

rcfreezing pro""rr, the heat of fusion released from meltwater raises the snowpack

t"*p"rutur". Heat is also transferred to the snowpack from overlying air and the

ground. During persistent warm periods, the temperature of th9 entire snowpack

Iontinually rises'and finally reaches 32'F. With continued melting, water begins

flowing down through the pack. The initial melt component is retained on snow

crystals in capillary films. Once the liquid water-holding capacity of the snow is

reached, the snow is said tobe ripe. Throughout the foregoing process' pack density

increases due to the refreezing of meltwater and buildup of capillary films. After the

water-holding capacity is reached, the density remains relatively constant with contin-

ued rnelt. Meltwater that exceeds the water-holding capacity will continue to move
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down through the snowpack until the ground is finally reached. At this point runoff
can occu.r. Three situations that may exist at the ground interface when meltwater
reaches it are described by Horton.t6

First, consider the case where the melt rate is less than the infiltration capacity
of the soil. In addition, downward capillary pull of the soil coupled with gravity
exceeds the same pull of the snow less gravity. The meltwater directly enters the soil
and a slush layer is not formed.

The second case occurs when a soil's infiltration capacity is greater than the
melt rate, but the net capillary pull of the snowpack exceeds that of the soil aided by
gravity. Capillary water builds up in the overlying snow until equilibrium is reached
at which upward and downward forces balance. A slush layer forms and provides a
supply of water that infiltrates the soil as rapidly as it enters the slush layer.

The final situation is one in which the melt rate exceeds the infiltration capacity.
A slush layer forms and water infiltrates the soil at the infiltration capacity rate.
Excess water acts in a manner analogous to surface runoff but at a much decreased
overland flow rate.

As warm weather continues, the melt process is maintained and accelerated until
the snowcover is dissipated.

14.3 SNOW MEASUREMENTS AND SURVEYS

Snow measurements are obtained through the use of standard and recording rain
gauges, seasonal storage precipitation gauges, snow boards, and snow stakes. Rain
gauges are usually equipped with shields to reduce the effect of wind.3 Snow boards
are about 16 in. square, laid on the snow so that new snowfall which accumulates
between observation periods will be found above them. Care must be taken to assure
that adverse wind effects or other conditions do not produce an erroneous sample at
the gauging location. Snow stakes are calibrated wooden posts driven into the ground
for periodic observation of the snow depth or inserted into the snowpack to determine
its depth.

Direct measurements of snow depth at a single station are generally not very
useful in making estimates of the distributon over large areas, since the measured
depth may be highly unrepresentative because of drifting or blowing. To circumvent
this problem, snow-surveying procedures have been developed. Such surveys provide
information on the snow depth, water equivalent, density, and quality at various points
along a snow course. All these measures are of direct use to a hydrologist.

The water equivalent is the depth of water that would weigh the same amount
as that of the sample. In this way snow can be described in terms of inches of water.
Density is the percentage of snow volume that would be occupied by its water
equivalent. The quality ofthe snow relates to the ice content ofthe snowpack and is
expressed as a decimal fraction. It is the ratio of the weight of the ice content to the
total weight. Snow quality is usually about 0.95 except during periods of rapid melt,
when it may drop to 0.70-0.80 or less. The thermal quality of snow, Q,, is the ratio
of heat required to produce a particular amount of water from the snow, to the quantity
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of heat needed to produce the same amount of melt from pure ice at 32"F. Values of

Q,may exceed 100 percent at subfreezing temperatures. The density of dry snow is

approximately 10 percent but there is considerable variability between samples. With

aging, the density of snow increases to values on the order of 50 percent or grPater.- - 
A snow course includes a series of sampling locations, normally not fewer than

10 in number.tt The various stations are spaced about 50- 100 ft apart in a geometric

pattern designed in advance. Points are permanently marked so that the same loca-

tions will be surveyed each year-very important if snow course memoranda are to

be correlated with areal snowcover and depth, expected runoff potential, or other

significant factors. Survey dataare obtained directly by foresters and others, by aerial
photographs and observations, and by automatic recording stations that telemeter

information to a central processing location.
In the western United States the Soil Conservation Service coordinates many

snow surveys. Various states, federal agencies, and private enterprises are also en-

gaged in this type of activity. Sources of snow survey data are summarized in Ref. 14.

14.4 POINT AND AREAL SNOW CHARACTERISTICS

The estimation of areal snow depth and water equivalent from point measurement

data is highly important in hydrologic forecasting.

Estimates of Areal Distribution of Snowfall

Normally, taking arithmetic averages or using Thiessen polygons does not provide

reliable results for estimatin g areal snow distribution from point gaugings' This is

because orographic and topographic effects are often pronounced, and gauging net-

works frequently are not dense enough to permit the straightforward use of normal

averaging techniques. However, regional orographic effects are relatively constant

from year to year and storm to storm for tracts that are small when compared with the

areal extent of general storms occurring in the region.2 This circumstance permits

many useful approaches in estimating the areal snow distribution once the basic

pattern has been found for a region'
One method used to estimate basin precipitation from point observations as-

sumes that the ratio of station precipitation to basin-precipitation is approximately

constant for a storm or storms. This can be stated as'

or

where

P o _

Po

P u :

(14.1)

(r4.2)

the basin precipitation
the observed precipitation at a point or group of stations
the annual precipitation for the basin
the normal annual precipitation for the control station or stations

Nb

No

PoNu

No

D -
t b  -

P o :
N t :
N o :
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The normal annual precipitation is determined from a map (carefully prepared if it is
to be representative) displaying the mean annual isohyets for the region. The precipi-
tation is determined by planimetering areas between the isohyets. If the number of
stations used and their distribution adequately depict the basin,Eq. I4.2 can provide
a good approximation. For stations not uniformly distributed, weighting coefficients
based on the percentage of the basin area portrayed by a gauge are sometimes used
in determining N, for the group.

Another system used in estimating areal snowfall is the isopercental method. In
this approach, the storm or annual station precipitation is expressed as a percentage
of the normal annual total. Isopercental lines are drawn and can be superimposed on
a normal annual precipitation map (NAP) to produce new isohyets representing the
storm of interest. A NAP map indicates the general nature of the basin's topographic
effects, while the isopercental map shows the deviations from this pattern. The advan-
tage of this method over preparing an isohyetal map directly is that relatively consis-
tent storm pattern features of the NAP can be taken into consideration as well as
observed individual storm variations.

Estimates of Basin-Wide Water Equivalent

A hydrologist must be concerned not only with the amount and areal distribution of
snowfall, but also with estimating the water equivalent of this snowpack over the
basin, since in the final analysis it is this factor that determines runoff. Basin water
equivalent may be given as an index or reported in a quantitative manner such as
inches depth for the watershed.

The customary procedure for determining the basin water equivalent is to take
observed data from snow course stations and to provide an index ofbasin conditions.
Various procedures employ averages, weighted averages, and other approaches to
accomplish this.2 The important point to remember is that the usefulness of any index
is based on how well it represents the overall basin conditions, not on how favorably
it describes a particular point value. Indexes do not actually provide a quantitative
evaluation ofthe property they cover. Instead, they give relative changes in the factor.
By introducing additional data, however, an index can be used in a prediction equa-
tion. For example, if the basin water equivalent can be estimated by subtracting the
runoff and loss components from the precipitation input, the index can be correlated
with actual basin water equivalent in a quantitative manner.

Areal Snowcover

Estimates of the areal distribution of snowfall are very helpful in making hydrologic
forecasts. A knowledge of actual areal extent of snowcover on the ground at any given
time is also*applied in hydrograph synthesis and in making seasonal volumetric
forecasts ofthe runoff. Observations of snowcover are generally obtained by ground
and air reconnaissance and photography. Between snowcover surveys, approxima-
tions of the extent of the snowcover are based on available hydrometeorological data.
Snowcover depletion patterns within a given basin are normally relatively uniform
from year to year; thus snowcover indexes can often be developed from data gathered
at a few representative stations.
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The snowmelt process converts ice content into water within the snowpack. Rates
differ widely due to variations in causative factors to be discussed later. These diver-
gencies are not as strikingly apparent when considering drainage from the snowpack,
however, since the pack itself tends to filter out these non-uniformities so that the
drainage exhibits a more consistent rate.

Energy Sources for Snowmelt

The heat necessary to induce snowmelt is derived from short- and long-wave radiation,
condensation ofvapor, convection, air and ground conduction, and rainfall. The most
important ofthese sources are convection, vapor condensation, and radiation. Rain-
fall ranks about fourth in importance while conduction is usually a negligible source.

Energy Budget Considerations

If snowmelt is considered as a heat transfer process, an energy budget equation can
be written to determine the heat equivalent of the snowmelt. Such an equation is of the
form2

H^: H,r + H," + H" + H" + Hs + He + Hq (14.3)

where H*: the heat equivalent of snowmelt
H4 : rrlt long-wave radiation exchange between the snowpack and

surroundings
H,, : the absorbed solar radiation
H" : the heat transferred from the air by convection
H": the latent heat of vaporization derived from condensation
Hr : the heat conduction from the ground
Ho : the rainfall heat content
Hn: the internal energy change in the snowpack

In this equation H,", Hs, and Ho are all positive; I1,1 is usually negative in the open;
H" and Hnmay take on positive or negative values; and H" is normally positive. The
actual amount of melt from a snowpack for a given total heat energy is a function of
the snowpack's thermal quality. The heat energy required to produce a centimeter of
water from pure ice at32"F is 80 langleys (g-cal/cm2). Therefore, 203.2langleys arc
needed to get 1 in. of runoff from a snowpack of 100 percent thermal quality. If the
term H. represents the combined total heat input in langleys, an equation for snow-
melt M in inches.is2

(r4.4)

where Q, is the thermal quality of the snowpack. For sirbfreezing snowpacks, Q,,
exceeds 1; for ripe snowpacks having some water content, Q,is less than one. A typical
value for these conditions is reported to be 0.97.6 Figure 14.2 gives a graphical
solution to this equation for several values of Q,.

M -  
H -

203.2Q,
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0 100 200 300 400 500 600

Net heat flux to snow pack, f(langleys)

Figure 14.2 Snowmelt resulting from thermal energy' (After U.S.
Army CoJps of Engineers.2)

EXAMPLE 14.1

Given a snowpack with thermal quality of 0.90, determine the snowmelt in inches if
the total input is 137 langleys.

Solution. Use Eq. 14.4

M: H^/203.2Q,

M : r37 /203.2 x 0.90

M : 0.75 in.  r l

Turbulent Exchange

The quantity of heat transferred to a snowpack by convection and condensation is
commonly determined from turbulent exchange equations. Such an approach has been
widely used, since measurements of temperature and vapor pressure must be made in
the turbulent zone where vertical water vapor, temperature, and wind velocity gradi-

ents are controlled by the action of eddies. In the following two subsections several
practical equations for estimating condensation and convection melt are given. Here
a combined theoretical equation is presented to acquaint the reader with the theory of
turbulent exchange.

The basic turbulent exchange equation can be written'

(14.s)

where Q : the time rate of flow of a specified property of the air such as water
vapor through a unit horizontal area

dqldT = the vertical gradient of the property

o :  A 4
dz

w



e : the property
z : lhe elevation
A: an exchange coefficient
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Property 4 must be unaffected by the vertical transport. Properties pertinent to this
discussion are the air temperature, water vapor, and wind velocity. Theoretically, the
potential temperature should be used, but air temperatures measured at normal dis-
tances above the snowpack do not cause serious errors. The potential temperature of
dry air is that which the air would take if brought adiabatically from its actual pressure
to a standard pressure.

Gradients of the various properties of importance here follow a power law
distribution where conditions of atmospheric stability exist.rT This qualification is
characteristic of the atmosphere's state over snowfields.2 Logarithmic profiles are
more nearly representative of neutral or unstable atmospheric conditions. The power
law provides that the ratio of values of a property determined at two levels above the
snow is equivalent to the ratio of the levels raised to some power. Thus,

Q z _

Qt
(r4.6)

where q
z

the value of the property
the elevation (with subscripts denoting the level)
the power law exponent

If 3, is made equal to I, q, assumed to be the property value at this height, and the
subscript dropped for the second level, Eq. 14.6 becomes

q :  qtz \ / " (r4.7)

The magnitu de of q is taken as the difference in values of 4 measured at the level
z and the snow surface. For example, if T : 38'F at height z, and temperature is the
property of interest, then q: (38 - 32) : 6"p. The gradient of the property dqldz
can be obtained by differentiatingEq. 14.7:

(14.8)

If this expression is substituted in the basic turbulent exchange equation (14.5), the
followins relation is obtained:

(r4.e)

Thus, eddy exchange ofthe property at a specified elevation e is determined from
observations ofthe ptoperty at unity level. The exchange coefficient is also related to
elevation z. For equilibrium conditions up to the usual levels of measurement of
moisture and temperature, gradients of these variables are such that the eddy transfer
of moisture and heat is constant with heisht. Then the exchange coefficient A must be

/  .  \ r / n
( : 3 1
\Zr , /

ff: (et),,,_",,"

o : AIL)zo-d/"
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inversely related to the prope"t r.:O*r,i 
)n,Orr,

h 
- 

dqld,

Substitution in Eq. 14.8 for dq/dz gives the following result:

( i4 .10)

A - Ar4"-t t r"  (14.11)

since (dq/dz)t : et/nfor I : 1. Now, if the value of A from Eq. 14.11 is inserted in
Eq.14.9,

n: o,(T) (r4.r2)

The exchange coefficient at an observation level has been shown to be directly
proportional to the wind velocity measured at that elevation.ls Therefore, it may be
written that

A ' :  k o 1

where o1 : the wind velocity at Level one
k : a constant of proportionality

Substituting for 41 in Eq. I4.I2 gives

(14 .13 )

/ k \
a: \;)a'" '  

(r4'r4)

Using the power law equation (14.7), we find that

q, :  q;1/"  (14.15)

and D, :  117-1/n (14.16)

After making these substitutions inBq.14.14 and denoting the observation level of o
as Tu,andthat of q as za(since these may be different), Eq. 14.14 becomes

(r4.r7)

This is a generalized turbulent exchange equation. Consideration is now given to
developing specific theoretical equations for condensation and convection melt.

First, consider the case of the condensation melt. The property to be tlansported
in this case is water vapor, and since the exchange coefficient expresses the transfer
of an air maqs, it is necessary to determine the moisture content of the air mass. This
can be accomplished by using the specific humidity, which gives the weight of the
water vapor contained in a unit weight of moist air. Equation 14.18 can be used to
calculate specific humidity:

0.622e
q :

where e : the vapor pressure
. Po: the total pressure of the moist air

n: (!")rr,zu)-'/nq.ou

( 1 4 . 1 8 )
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Inserting this expression in Eq. 14.17 for q"yields2

," : t s(l)u.,,)-'^(99),"u,

n " : (I) u"z )-' / ̂ (9J4:), "u,

m " : a.s(\) {r"r,r',' (99),,u,

/  t  \ / l c \ .
, .  :  (*J ())( ,"20)- '  

h,  or"u u

Introducing the elevation density correction p/po,we obtain

Forconvectionmelt,thepropertyof importanceinEq. 14.17 is airtemperature.

To convert air temperature into ttreimat units, the specific heat of air crmust b-e

introduced. Putting these values in Eq. I4.l7,heat transfer by eddy exchange H"

converts to2

o, : (I) uoz6)- I /n c oror),

(r4.re)

(r4.20)

The proportionality constant k is a complex function related to the air density

and other iactors. Since ihe density of air is a function of elevation, k also varies with

height. The constant may be made independent of density, and therefore of elevation,

by 
"introducing 

a factor to compensate directly for the density-elevation relation'

Atmospheric pressure serves to accomplish this, and the equation can be adjusted by

muttipiying Uy tne ratio pf po, where pis the pressure at the snowfield elevation and

po is the se-a tevet pr"rrur". Introducing this ̂ ratio inBq. 14.20 and a new constant k1,

which is related to sea level pressure, gives'

{r4.2r)

(14.22)

Since the latent heat of fusion is 80 callg, convective snowmelt M" in grams in the cgs

system is given by H"l8O, or

(r4.23)

* : (#) (l)r,",,r',(o1),,r", (14.24)

single convection-Equations I4.2I and 14.24 can be^ combined into a

condensation melt M"" equation of the form'

Lk"ru)-,,"(#fir,r"M"" = (r4.2s)
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Convection

where D -

L _
^ 0 -

a r b :
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This is a generalized theoretical equation for snowmelt that results from the turbuleni

tfansfer of water vapor and heat to the snowpack. It is assumed that the exchange

coefficients for heat and water vapor are equal. Their evaluation is accomplished by

experimentation.r
A combined physical equation of the general nature of Eq. 14.25 has been

developed by Light.le Widely used, its individual convection and condensation melt

components are discussed in following sections. The combined form of the Light

equation is

D : ( e - (r4.26)
80 rn(alz) ln(b/zo)

the effective snowmelt (cm/sec)
air density
von K6rm6n's coefficient = 0.38
the roughness parameter : 0,25
the levels at which the wind velocity, temperature, and vapor pressure

are measured, resPectivelY
U : the wind velocity
co : the sPecific heat of air
7 :;the air temperature
e : the vapor pressure of the air
p : the atmosPheric Pressure

Heat for snowmelt is transferred from the atmosphere to the snowpack by convection.

The amount of snowmelt by this process is related to temperature and wind velocity.

The following equation can be used to estimate the 6-hr depth of snowmelt in inches

by convection:2O

pk', ulc,r + 6.IDryf
P J

D: KV(T - 32)

where V : the mean wind velocity (mph)
Z - the air temperature ('F)

literature.20
Anderson and Crawfordls give

convection as

M _

(r4.27)

On the basis of the theory of air turbulence and heat transfer (turbulent exchange), a

, theoretical value for the exchange coefficient K of 0.00184 X 10-0'0000156'has been

given by Light.le In this relation h, the elevation in feet, is used to reflect the change

in barometric pressure due to the difference in altitude. The expression is said to

represent conditions for an open, level snowfield where measurements of wind and

temperature are made at heights of 50 and 10 ft, respectively, above the snow. Values

of the exprtssion 10-00000156' vary from 1.0 at sea level to 0.70 at 10,000 ft of

elevation. The actual values of K are normally less than the theoretical flgure due to

such factors as forest cover. Empirical 6-hr K values have been reported in the

an expression for the houily sno.wmelt due to

cv(T" _ 32) 
04.28)

Q,
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where M : the hourly melt (in.)

V : the wind velocity (mi/hr)
To : the surface air temperature ('F)
Q, : the snow quality
c : a turbulent exchange coefficient determined empirically

Temperature measurements are at 4 ft, with wind gauged at 15 ft. The corresponding
value of c is reported as 0.0002.

Condensation

snow. A total yield of around 8.5 in. of snowmelt including the condensate is thus
derived.

A water vapor supply at the snow surface is formed by the turbulent exchange
process; cons€quently, a mass transfer equation similar to those presented for evapo-
ration studies fits the melt process. An equation for hourly snowmelt from condensa-
tion takes the formrs

u  :  Wn{ r " -  6 .11 )

where b : an empirical constant
eo : the vapor pressure of the air (mb), the numerical value

6.1 1 : the saturation vapor pressure (mb) over ice at 32'F (e, must exceed
6 . 1  l )

Also, M, Q,, and v are as previously defined. The constant b has a value of 0.001 for
temperature and wind measurements at 4 and 15 ft, respectively.ls

A similar expression but for 6-hr snowmelt (D) is given as

D : K r V ( e o - 6 . 1 1 ) (14.30)
where the theoretical value of K, is said by Light to equal 0.00579 if wind and

(14.2e)

(14.3r)- kV(e" - e,)p  -  ' "

Q,
where E : the hourly evaporation in inches

es

k
: the saturation vapor pressure over the snow
: an empirical constant
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Also, V, eo,andQ,areasdefinedbefore.ls Intheexpressionk : 0.0001,temperature

and wind measurements are taken as for Eq. 14.30, and the temperature of the air is

assumed equal to that of the snow surface for temperatures below 32oF.

Radiation Melt

The net amount of short- and long-wave radiation received by a snowpack can be a

very important source of heat energy for snowmelt. Under clear skies, the most

significant variables in radiation melt are insolation, reflectivity or albedo of the snow,

and air temperature. Humidity effects, while existent, are usually not important.

When cloud cover exists, striking changes in the amount of radiation from an open

snowfield are in evidence. The general nature of these effects is illustrated in

Fig. 14.3 .2 Combined short- and long-wave radiation exchange as a function of cloud

height and cover is represented. Radiation melt is shown to be more significant in the

spring than in the winter. It should also be noted that winter radiation melt tends to

increase with cloud cover and decreasing cloud height as a result of the more dominant

role played by long-wave radiation during that period.
Forest canopies also exhibit important characteristics in regulating radiative

heat exchange. These effects differ somewhat from those exhibited by the cloud cover,

especially where short-wave radiation is concerned. Clouds and trees both limit inso-

lation, but clouds are very reflective, while a large amount of the intercepted insolation

is absorbed by the forest. Consequently, the forest is warmed and part of the incident

energy directly transferred to snow irl the form of long-wave radiation; an additional
fraction is transferred indirectly by air also heated by the forest.

Figure 14.4 illustrates some effects of forest canopy on radiation snowmelt. The

figure typifies average conditions for a coniferous cover in the middle latitudes.2 In

winter, the maximum radiation melt is associated with complete forest cover, and in

spring the greatest radiation melt occurs in the open. Generalizations should not be

drawn from these curves, which indicate relative seasonal effects of forest cover on

radiation melt for the conditions described. Another factor affecting radiation melt is

the land slope and its aspect (orientation). Radiation received by north-facing slopes

is less than that for south-exposure inclines in the northern hemisphere, for example.

Solar energy provides an important source of heat for snowmelt. Above the

earth's atmosphere, the thermal equivalent of solar radiation normal to the radiation

path is 1.97 lingleys/min (1 langley is approximately 3.97 x 10-3 Btu/cm2). The

actual amount of radiation reaching the snowpack is modified by many factors such

as the degree ofcloudiness, topography, and vegetal cover. The importance ofvegetal

cover in influencing snowmelt, long recognized, has prompted many forest manage-

ment schemes to regulate snowmelt.t'to'"''o
Two basic'laws are applicable to radiation. Planck's law states that the temper-

ature of a blackbody is related to the spectral distribution of energy that it radiates.

Integration of Planck's law for all wavelengths produces Stefan's law,

Ro:  cT '

where R, : the total radiation
o : Stefan's constant [0.813 x 10-10langley/(min-K-')]
T : the temperature (K)

(r4.32)
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crurar,.ier,iiTth

M,, = 2.0o[1 _ (0.82 - 0.0244N]
Mt=4.4r [ r - (1  - } . \UAM

Amount ofclouds, N

(a)

o u.u 4.2 0.4 0.6 0.8 l.t

Amount ofclouds, N

(b)

{igure.fa3 Daily radiation melr in the open with cloudy
skies: (a) during spring, May 20; and (bf during wintei,
February 15. (After U.S. Army Corps of Engineeis.r;

M,, = 0.50U - (0.S2 - O.O'U4I\tl
Mt=4.84[1 * (1 _ 0.0242)t{l

J"*qv;
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Forest canopy cover, F

-1.0

0.0 0.4 0.6 0.8

Forest canopy cover, F

(b)

- Figure 14.4 Daily radiation melt in the forest with clear
skies: (a) during spring, May 20; and (b) during winter,
February 15. (After U.S. Army Corps of Engineers.2)

Because snow radiates as a blackbody, the amount of radiation is related to its
temperature (Planck's law), and total energy radiated is according to Stefan's law.
Long-wave radiation by a snowpack is determined in a complex fashion through the
interactions of temperature, forest cover, and cloud conditions'

r . )
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Direct solar short-wave radiation received at the snow surface is not all trans-
ferred to sensible heat. Part of the radiation is reflected and thus lost for melt purposes.
Short-wave reflection is known as albedo and ranges from about 40 percent for
melting snow late in the season to approximately 80 percent for newly fallen snow.
Values as high as 90 percent have also been repofted in several cases.22 This property
of the snowpack to reflect large fractions of the insolation explains why the covers
persist and air temperatures remain low during clear, sunny, winter periods.

That portion of short-wave radiation not reflected and available for snowmelt
may become long-wave radiation or be conducted within the snowpack. Some heat
may also be absorbed by the ground with no resultant melt if the ground is frozen.

An expression for hourly short-wave radiation snowmelt is given as2

Rainfall

M -  
H ^

203.2Q,

where H^ : the net absorbed radiation (langleys)
' 203.2 : a conversion factor for changing langleys to inches of water

When the snow quality is 1, long-wave radiation is exchanged between the snowcover
and its surroundings. Snowmelt from net positive long-wave radiation follows
Eq. 14.33.If the net long-wave radiation is negative (back radiation), there is art
equivalent heat loss from the snowpack.

An approximate method of estimating 12-hr snowmelt Dn (periods midnight to
noon, noon to midnight) from direct solar radiation has been given by Wilson.2o The
relation is ofthe form

Dp = Do(l - 0.75m) (14.34)

where Do : the snowmelt occurring in a half-day in clear weather
m : the degree of cloudiness (0 for clear weather, 1 .0 for complete overcast)

Suggested values for Do are 0.35 in. (March), 0.42 in. (April), 0.48 in. (May), and
0.53 in. (June) within latitudes 40-48".2o

Heat derived from rainfall is generally small, since during those periods when rainfall
occurs on a snowpack, the temperature of the rain is probably quite low. Nevertheless,
at higher temperatures, rainfall may constitute a significant heat source; it affects the
aging process of the snow and ffequently is very important in this respect. An
equation for hourly snowmelt from rainfall isrs

(r4.33)

(14.3s)

where P : the rainfall (in.)
T- : the web-bulb temperature assumed to be that of the rain

This equation is based on the relation between heat required to melt ice (I44 Btu per
pound of ice) and the amount of heat given up by a pound of water when its temper-
ature is decreased by one degree.
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where Md
, P d

To

Daily snowmelt by rainfall estimates are given by

Ma: 0.007Pd(T" - 32)

: the daily snowmelt (in.)
: the daily rainfall (in.)

(r4.36)

: the mean daily air temperature ('F) of saturated air taken at the 10-ft
level23

Major sources of heat energy to the snowpack are radiation, convection, and conden-
sation. Under usual conditions, the reliable determination of hourly or daily melt
quantities can be founded on these heat sources plus rainfall ifit occurs. An additional
source of heat, negligible in daily melt computations but perhaps significant over an
entire melt season, is ground conduction.

Ground conduction melt is the result of upward transfer of heat from ground to
snowpack due to thermal energy that was stored in the ground during the preceding
summer and early fall. This heat source can produce meltwater during winter and eady
spring periods when snowmelt at the surface does not normally occur. Heat transfer
by ground conduction can be expressed by the relation2

Conduction

EXAMPLE 14.2

dT
H n :  K - -

where K : the thermal conductivity "r'J"n
dTlda : the temperature gradient perpendicular to soil surface

(14.37)

The snowmelt from ground conduction is generally exceedingly small. Wilson
notes that after about 30 days of continuous snowcover, heat transferred from the
ground to the snow is insignificant.20 The amount of snowmelt from ground conduc-
tlon during a snowmelt season has been estimated at approxirnately 0.02 in.lday'23
Ground conduction does act to provide moisture to the soil; thus, when other favorable
conditions for snowmelt occur, a more rapid development of runoff can be expected.

This section has emphasizedthe physics of snowmelt. The manner in which heat
can be provided to initiate the melt process was discussed. Equations 14.27 -I4.3I and
L4.33-I4.37 inclusive can be used to estimate the melt at a given point. The task of
computing runoff from snowmelt in a basin cannot be approached in such a simple
fashion, since there are many complex factors operative. The remainder of this chap-
ter is devoted to the general subject of runoff from snowmelt investigations. Fig-
ure 14.5 illustrates hourly variation in the principal heat fluxes to a snowpack for a
cloudy day.

During a completely cloudy April period of l2hr, the following averages existed for
a ripe snowpack located at 10,000 ft above sea lel'el at a latitude of 44" N: air
temperature 50' F; mean wind velocity, 10 mph; relative humidity, 65Vo; avenge
rainfall intensity, 0.03 in./hr for I2hr; wet bulb psychrometer reading, 48o F. Estimate
the snowmelt in in. of water for convection, condensation, radiation, and warm rain
for the 12 hr period.
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Solution

a. Convection melt, 6 hr

D : K V ( r - 3 2 )
D : 2  x  0 . 7  x  0 . 0 0 1 8 4  x  1 0  x  ( 5 0 - 3 2 ) : 0 . 5 0 i n .  ( 1 4 . 2 7 )

b. Condensation melt, 6 hr

D : K r V ( e " - 6 . 1 1 )

D :  2x  0 .00578 x  10  x  (12 .19  x  0 .65  -  6 .11)
:  0.21in.

. Radiation melt, 12 hr

Dn:  Do(1  -  0 '75  m)

D r 2  :  0 ' 4 2 x  ( 1  -  0 . 7 5  x  1 )  :  0 ' 1 1

d. Rainfall melt. hourly

M : P(r- ' - �  32) l t44Q,

14 : 10.03 x 12 x (48 - 32)l/(144 x 0.97) : s.64

Thus, total melt is 0.86 in. rr

14.6 SNOWMELT RUNOFF DETERMINATIONS

(14.30)

(r4.34)

(14.3s)

Various approaches to runoff determination from snowmelt have been followed. They
range from relatively simple correlation analyses that completely ignore the physical
snowmelt process to relatively sophisticated methods using physical equations. Most
techniques can be considered as based on degree-day correlations, analyses ofreces-
sion curves, correlation analyses, physical equations, or various indexes. Each is
discussed in turn.

Purposes of Snowmelt Runoff Estimates

Snowmelt runoff estimates are extremely important for many regions of the United
States and other countries in (1) forecasting seasonal water yields for a diversity of
water supply purposes, (2) regulating rivers and storage works, (3) implementing
flood control programs, and (4) selecting design floods for particular watersheds.
Maximum floods in many areas are often due to a combination of rainfall and
snowmelt runoTf. In effect, the determination of snowmelt runoff has the same utility
as the calculation of runoff from rainfall. In some areas it will, in fact, be the more
important of the two.

Snowpack Condition

The manner in which runoff from either rainfall or snowmelt is affected by conditions
prevalent within the snowpack is of primary interest to a hydrologist. Various views on
storage characteristics of a snowpack have been advanced. These range from the
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concept that a snowpack can retain large amounts of liquid water to the hypothesis

that snowpack storagi is negligible. There is no universally applicable relation, and it

becomes important to base any runoff considerations on a knowledge of the character

of a snowpack at the time of study. Winter runoff is related to a snowpack's condition,

whereas in the spring, once active melt begins, little or no delay in the transport of melt

or rainfall through the snowpack occurs.
For drainage basins in mountainous areas, snowpack storage effects may be

approximated by subdividing the watershed into relatively uniform areas. Normally,

this will be accomplished by using elevation zones. Snowpack at the lowest levels may

be conditioned to transmit readily rain or meltwater, whereas in higher elevations a

liquid water deficit may prevail. At uppermost elevations, the snowpack may be very

dry and cold and thus in a condition for the optimxm storage of water. The storage

potential of the watershed zones must be based on representative measurements of the

snow depth, density, temperature, water equivalent, moisture content, and snowpack

character. The snowpackiharacter relates to the physical structure ofthe pack' Unfor-

tunately, adequate 1;r"usrrr"r of all these factors are not always available or easily

obtained. Estimates of changes between sampling periods are usually indexed to

readily observed meteorologic variables.
The formulation of snowpack storage and time delay characteristics can be

fashioned by assuming a homogeneous pack. In this case, storage is related directly to

the liquid water defici1 and cold content of the pack. Time delay is a function of the

inflow rate. It is considered that the snowpack storage potential must be entfuely

satisfied before runoff begins. In reality this is not the case, but the assumption permits

an analysis to be made. As melt proceeds, the storage potential of any snowpack

diminishes.
Storage of a snowpack before runoff commences is considered to be the sum of

the equivalent water requilement to raise the temperature of the snowpack to 0'C (cold

content lV") and the HqJid water-holding capacity of the snowpack. If the cold content

is given in inches of water needed to bring a snowpack temperature to 0oC, it may be

represented by2
w"T"*r=f f i

where 7] : the mean snowpack temperature below OoC
lyo : the initial watei equivalent of the snowpack in inches for an assumed

specific heat of ice of 0'5

The time L in hours needed to raise the snowpack temperature to OoC is thus given by

, - WoT,
" -  r 6 o 1 i + * 7

where I is the rainfall intensity (in./hr) andm is the rate of melt (in'/hr)' Storage

required to meet the liquid water deficit of the snowpack is given by

t r : # ( % + w . )

the amount of water stored (in.)
the percent deficiency in liquid water of the snowpack

(14.38)

(14.3e)

( - :".1
T _

J P

where

(14.40)
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The time in hours r, needed to fill the storage Sy is given by

t': fi\wg + W")
100(i + m)

It has been specified that the total storage potential So to be met prior to the
runoff is given as

S r : W ' " * S y (r4.42)

This is also known as "permanent" storage, since it is not available to the runoff until
the snowpack has finally melted. An additional storage component transitory storage
S, is that water stored in the snowpack while moving through it to become runoff. Until
initiation of runoff, the transitory storage in inches can be expressed as

^  D ( i + m )",: __T__

where D : the depth of the snowpack (ft)
V : the rate of transmission through the snowpack (ftlhr)

The delay time of water in passing through the snowpack t' is thus

(r4.43)

D
a t v

for /, in hours. Assuming that I4z" is very small compared with Wo, the depth of the
snowpack is given by

(r4.4s)O : %
P'

(r4.4r)

(r4.44)

(r4.46)

in the snowpack, in

with p" the density of the snowpack. Then

wo
t ' -  

n v

Before the runoff commences, the total water S stored
inches, is given by

which can also be written

S : W " + + + S ,

/ r  t  i + m \t = * (1 f t+ f i d . " r , r )

(r4.47)

(14.48)

(r4,49)

(14.50)

The total time in hours that passes before runoff is produced is thus2

t : t " + t r + t t

t = w f  z :  ,  f ! , - r + { 1'1160(i + r, - Too1,-, 
- p,v)

After establishing the active runoff from the snowpack, the only significant term
in Eq. 14.49 is /,, and this is usually small compared with the overall basin lag and
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Figure 14.6 Water balance in a snowpack during rainfall'

can be neglected. With increased snowmelt and runoff, additional increments of

water prevlously withheld by snow blockage to drainage outlets and other factors are

released. Adequate quantifi;ation of this cannot be accomplished at present'24 A deep

snowpack, say 15 ft, having a mean temperature of -5oC, could store about 4 in. of

fiquid water before the onset of runoff. Figure 14.6 illustrates the nature of the water

balance in a snowpack during a rainstorm.

A core sample of a snowpack produces the following information: air temperature,

68"F; relative humidity, 2b percent; snowpack density, 0'2; snowpack depth' 10 ft;

snowpack temperature, 22"F.

What is the vapor pressure of the air?
Will condensation on the snowpack occur, based on the vapor pressure?

what is the cold content of one sq ft of surface area of the snowpack?

Is the snowpack ripe?

Solution 
-

a. From Appendix Table A.2, eo: 233 mb
for a relative humidity of 20 percenr, €o = 4'66 mb

b. Condensation will not occur since the air is unsaturated"

c. Cold content

a.
b.
c.
d.

W": WsT"f 160
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Temperature : 22oF : -5.6oC

W": 0.20 x l2O x 5.6/160: 0.84 in.

d. The snowpack is not ripe since its temperature is below freezing. I I

Hydrologic indexes are made up of hydrologic or meteorologic variables to describe

their functioning. The index variable is more easily measured or handier than the

element it represents. When mean fixed relations are known to exist between point

measurements and watershed values, indexes can be used to record both areal and

temporal aspects of basin values. Indexes serve to permit (1) readily obtainable

observations to depict hydrologic variables or processes which themselves cannot be

easily measured, and (2) simplification of computational methods by allowing indi-

vidual observations or groups of observations to replace watershed values in time and

space. The adequacy of an index is based on (1) the ability ofthe index to describe

adequately the physical process it represents , (2) the random variability of the obser-

vation, (3) the degree to which the point observation is typical of actual conditions,

and (4) the nature of variability beiween the point measurement and basin means.2

Indexes may be equations or simple coefficients, and variable or constant.
The types of data required to make comprehensive thermal budget studies are

normally unavailable in wh^ole or part for wut"tJh"dt other than experimental ones. As

a result, a hydrologist must make the best use of information at hand. The most

commonly available data are daily maximum and minimum temperatures, humidity,

and wind velocity. Less prevalent are continuous measurements of these data, and few

stations record solar radiation or the duration of sunshine. Hourly cloudiness data can

sometimes be obtained from local airport weather stations.
A completely general index for reliably describing snowmelt-runoff relations

for all basins has not been established. Most indexes include coefficients valid only for

specific topographic, meteorologic, hydrologic, and seasonal conditions and are there-

fore limitedlnipplicability to other watersheds. Table 14.1 shows some types of

indexes that have been used successfully in snowmelt investigations.

TABLE 14,1 SOME INDEXES USED TO DESCRIBE THERMAL BUDGET VARIABLES

Thermal budget component Index

Absorbed short-wave radiatron

Long-wave radiation'

Convective heat exchange

Heat of condensation

Duration of sunshine data
Diurnal temperature range
Air temperature for heavy forested areas
For open areas long-wave radiation should be estimated
(7" - T)V, where f is air temperature, T6 the snow surface

temperature or base temperature, and Vthe wind speed
(e" - e")V, where eo and e, are vapor pressures of air and snow

surface ot a base value, and V is wind speed

" Figure 14.7 iilustrates an approximate linear relation between melt and long-wave radiation used by the U.S, Army

Corps of Engineers for index purposes.
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The snowmelt runoff equation stated in terms of thermal budget indexes is

Y : a + > b $ t

where I : the snowmelt runoff
a : aregression constant
b, : the regression coefficients
4 : individual indexes

Various indexes usable to represent the terms of Eq. 14.51 are selected and a standard
regression analysis performed to determine a andb,.It should be noted that every term
in the heat budget equation is not always significant for a particular analysis, and thus
the number of Xr will vary for different basins and conditions. A final melt equation

- r .o

-2.0

1 A

10 20 30 40 50 60
Mean air temperature, Zo("F)

260 265 270 2'75 280 285 290 300
Absolute temperature, Z1 (K)

Figure 14.7 Long-wave radiation melt, with linear approxima-
tion. (After U.S. Army Corps of Engineers.2)

(14.s1)

1.6

E  n /'c -v.+

o

Long-wave radiation melt in forest or with
low overcast sky in open

1Z-L
Ma= n:{-r '1 ,, toTf,- oT!) {referto

Kelvin scale)
= 604 x lA-1274 -3.355

Long-wave radiation
melt in open

1 L  O
Ma= zoitt lpl  rcrf,-orl t

= 604 x IO-12 T x- 3.355
= o.o29 (Ta _ 32)

(refer to Fahrenheit
scale)

r l t l
M, = long-wave radiation melt, in./day

P = ftee water content of snow
(taken as 0.03 in this case)

rA = absolute air temperature, K

?s = absolute snow surface temp = 273K

o = stefm's constant

= 0.813 x 10. lolmgley/min-K-a

Io = mean daily air temperatue, F
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0

Equation derived from combined data of
1954 and 1955

RO = 0.00238 G + 0.0245 (T ̂  -'77)
r = 0 . 9 5  D = 0 . 9 0

= 0.36 in. S" - .  = 0.1 |  in '

r t ' l l
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.C .l"r_"nZ
Mean runoff 0.59
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Figure 14.8 Observed versus estimated runoff for (X)
1954 and (O) 1955. RO = the daily generated snowmelt
runoff (in.) depth over a snow-covered area; G : the
daily net all-wave radiation absorbed by snow in the open
(langleys); 7-u* : the daily maximum temperature for
Boise ("F); r = the coefficient of correlation; D : the
coefficient of determination; S, = the standard deviation
of observed runoff (in.); Sr-, : the standard error of the
stimated runoff (in.). (After U.S. Army Corps of
Engineers.2)

devekiped by the Corps of Engineers2 for the partly forested Boise River basin above
Twin Springs, Idaho, was

Q : 0.00238G + 0.0245(T^ * - 77) (r4.s2)
where Q = the daily snowmelt runoff (in.) over the snow-covered area

G = an estimated value of the daily all-wave radiation exchange in the
open (langleys)

ZLu, : the daily maximum temperature at Boise (T)

The equation is said to predict the daily snowmelt runoff values within 0.11 in. of
observed values about 67 percent of the time. Figure 14.8 illustrates this relation.

In attempting to develop suitable indexes for snowmelt, a hydrologist should seek
the approach most closely resembling the thermal budget of the area, within the
limitations of available data.
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Temperature Indexes

The atmospheric temperature is an extremely useful parameter in snowmelt determi-
nation. It reflects the extent of radiation and the vapor pressure of the air; it is also
sensitive to air motion. Frequently, it is the only adequate meteorologic variable
regulady on hand, so widespread use has been made of degree-day relations in
snowmelt computations. I

A degree day is defrned as a deviation of 1o from a given datum temperature
consistently over a 24-hr period. In snowmelt computations, the reference tempera-
ture is usually 32"F. rf the mean daily temperature is 43oF, for example, this is
equivalent to 11 degree days above 32'F.If the temperature does not drop below
freezing during the24-hr period, there will be24 degree hr for each degree departure
above 32'F. In this example there would be 264 degree hr for the day of observation.

Various ways of estimating the mean temperature have enabled investigators to
take several approaches. one method is simply to average the maximum and minimum
daily temperatures. Bases other than 32"F are also used. Regardless of the particular
attack employed, a degree hour or degree day is an index to the amount of heat present
for snowmelt or other purposes and has proved useful in point-snowmelt and runoff
from snowmelt determinations.

The standard practice in developing snowmelt relations on the basis of temper-
ature is to correlate degree days or degree hours with the snowmelt or basin runoff.
In some cases, other factors are introduced to define forest cover effects and/or other
influences. Another approach often used is to calculate a degree-day factor-the ratio
of runoff or snowmelt to accumulated degree days that produced the runoff or melt.

34 38 42 46 50 s4 58 62 66
Mean daily temperature, Z('F)

Figure 14.9 Mean temperature index. The equations are applica-
ble only for the range of temperatures shown in the diagram. (After
U.S. Army Corps of Engineers.2)

2.8

1 A

; 1 A
o

B
6  r - z
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Unfortunately, the degree-day factor has been found to vary seasonally and between
basins; therefore, single representative values should be used with caution. Point-
degree-day factors for snow-covered basins range from 0.015 to 0.20 in. per degree
per day when melting occurs. Gartska states that an average point value of 0.05 can
be used to represent spring snowmelt, provided that caution is used. Linsley and
others state that basin mean degree-day factors are usually between 0.06 and 0.15
in./degree day under conditions of continuous snowcover and at melting temperatures.
Figure 14.9 illustrates temperature index equations for springtime snowmelt for clear
and forested areas.'

Generalized Basin Snowmelt Equations

Extensive studies by the U.S. Army Corps of Engineers at various laboratories in the
West have produced several general equations for snowmelt during (1) rain-free
periods and (2) periods of rain.2a When rain is falling, heat transfer by convection and
condensation is of prime importance. Solar radiation is slight, and long-wave radiation
can readily be determined from theoretical considerations. When rain-free periods

prevail, both solar and terrestrial radiation become significant and may require direct
evaluation. Convection and condensation are usually less critical during rainless
intervals. The equations are summarized as follows:2

1. Equations for periods with rainfall.
a. For open (cover below 10 percent) or partly forested (cover from 10 to

60 percent) watersheds,

M : (0.029 + 0.0084fto + 0.007P)(7" - 32)

b. For heavily forested areas (over 80 percent cover),

+ 0.09 (14.s3)

0.0s (14.54)M : (0.074 + 0.007P,)(7. - 32) +

the daily snowmelt (in./daY)
the rainfall intensity (in./day)
the temperature of saturated air at 10-ft level ("F)
the average wind velocity at 50-ft level (mph)
the basin constant, which includes forest and topographic
effects, and represents average exposure of the area to
wind. Values of k decrease from about 1.0 for clear
plains areas to about 0.2 for dense forests

Equations for rain-free periods.
a. For heavy forested areas,

,  M:0 '074(0 .537 ' "+  O.47f i )

b. For forested areas (cover of 60-80 percent),

(14.ss)

M : k(0.0084u)(0'22r'" + 0.7870 + 0.0297" (14'56)

c. For partly forested areas,

M : k'(I - rx0.00401,)(l - a)
+ k(0.0084o)(0.227'" + 0.78r) + F(0'029 r) Q4.57)

where M :
P , :
T o :

t . -^ -

,,

)
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d. For open areas,

M : k'(0.00s084)(1 - a) + (1 -'N)(0.0zIzT: - 0.84)
+ N(0.02gr') + k(0.00S ao)Q.227'" + 0.78Ti) (14.58)

where M, a, k : as previously described
T'" : the difference between the t0-ft air and the snow

surface ("F) temperatures
T'o: the difference between the 10-ft dew-point and

snow-surface temperatures ('F)
I, : the observed or estimated insolation (langleys)
a : the observed or estimated mean snow surface albedo

k' : the basin short-wave radiation melt factor (varies
, from 0.9 to 1.1), which is related to mean

exposure of open areas compared to an unshielded
horizontal surface

F : the mean basin forest-canopy cover (decimal
fraction)

Ti = the difference between the cloud-base and
snow-surf,ace ternperatures (oF)

N : the estimated cloud cover (decimal fraction)

Note that the use of equations of the type given must be related to the areal
extent of the snowcover if realistic values are to be obtained. Present methods of
determining this are not totally adequate.

Use Eq. 14.53 to estimate the snowmelt at an elevation of 3000 ft in a
partly forested arca if the rainfall intensity is 0.3 in./day, the wind
velocity is 20 mph, and the temperature of the saturated air is 42'F.
Rework your solution for a dense forest cover and a saturated air
temperature of 53"F.

Solution

(0.029 + 0.0084ftr-r + A.007P)(7, - 32) + 0.09
(0.029 + 0.0084 x 0.5 x 20 + 0.007 x 0.3)(42 - 32) + 0.09
I.24 in.lday
(0<074 + 0.007P)(7" - 32) + 0.05
(0.074 + 0.007 x 0.3x53 - 32) + 0.05
1.65 in./day r:

EXAMPLE 14.4

b.

A , M :
M _
I'tl -

b . M =
M *
M _

The Water Budget

The water budget can be used to estimate the snowmelt runoff from a watershed.2 Such
an approach has particular merit for areas where hydrometeorologic records are short.
Difflculty with the method is the usual lack of satisfactory data to quantify the various
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components properly. A hydrologic budget equation for the earth's surface (Eq. 1.1)

can be written

R : P - Z - A S

where P : the gross PreciPitation
R : the runoff
L : the losses

AS : the change in storage

For snowmelt computations this equation is modified somewhat'

Gross precipiiation for a given period P is now defined as the sum of precipita-

tions in the form of snow P" and rain P,, ot

P : P , 1 - P "

P : P , * P " : P ^ + L i

(14.se)

(14.60)

(14.61)
This may also be written as

where P,: net precipitation
L; : intercePtion loss

A further refinement yields

P :  P - +  L , i +  P " n t  L , ;

where P,n, P",: net rainfall and snowfall, respectively
L,i, L"i: the rain and snow interception, respectively

(r4'.62)

Figure 14.10 indicates the nature of snow interception by forested areas' Additional

information on interception can be found in Chapter 3'
The total loss I is

L : L,i + L,i + L" * Q"- $4.63)

where L" : the evapotranspiration loss

Q,^: the change in available soil moisture

The storage term AS is then given as

AS : (l7z - Wr) t Q, 04.64)

whereWr,Wr:thef inalandini t ia lwaterequivalentsofthesnowpack'
resPectivelY

Qr : the ground and channel storage

Inserting uilo"r for p, L, and AS from Eqs. 14.62-14.64 in Eq. 14.59 gives

R : P,n + L,i + P", + L"i - L"i - L,i - L" - Q"^ - (W, - Wt) - Q,

and canceling positive and negative values of L,i and lr; produces

R = P,n+ P", - (W, - Wt) - Q,- - Q, - L"

(14.65) 
I

(14.66) 1

)
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0 l0 20 30 40 50 60 70 80 90 100
Canopy density (%)

Figure 14.10 Snowfall interception loss. (After U.S. Army Corps of
Engineers.2)

The expression P", - (W, - Wr1 represents the snowmelt M; thercforc,

R : P , , + M - Q " ^ - Q r - L "  ( 1 4 . 6 7 )

If reliable estimates of the terms in Eq. 14.67 can be secured, the basin discharge R
is computable.

Elevation-Band Procedure

Runoff from snowmelt on a watershed can be estimated from calculations of excess
water made availtble on a series of contributing areas (bands) at various elevations in
the watershed. The practice is as follows: divide the watershed into several subareas
or bands; estimate the quantity of snowmelt, rainfall, and losses generated on each
band during a prescribed interval of time; and use the weighted sum of these contri-
butions to provide an estimate of the excess water available for runoff. For each band,
it is assumed that snowmelt, rainfall, and losses are uniform over the band. The
subareas are considered to be either snow-covered or snow-free and melting or not
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melting. For each band, snowmelt is computed using equations of the type preSented
earlier, rainfall is estimated based on expectations or historic information, and losses
are estimated as described in Chapterb 3 through 5. Ohce these estimates have been
made for each band, the following equation serves to provide a weighted value of
excess water available for runoff from the basin.

M _
) tte + Mt - Lt)jAt

(14.68)

) a ,

where M : snowmelt water available for runoff (cmlday), Pr is the rainfall on the
'band, 

M, is the snowmelt from the band, I, is the subarea loss, A, is the size of the
subarea, and n is the total number of bands.

EXAMPLE 14.5

Given the data in columns 1-5 of Table I4.2, estimate the amount of excess water
available for runoff from the watershed using the elevation-band method (Eq. 14.68).

TABLE 14.2 DATA FOR EXAMPLE 14,5

( 1 ) (2) (3) (4) (5) (6) (7)

Elevation
band
no.

Subarea
slze

sq km

Snowmelt

cmid

Rainfall

cm/d

Losses

cm/d

( 3 )  + ( 4 ) + ( 5 ) (6) x (2)

I

z

J

A

5
6

230
))a
289
213
193
167

0.02
0.40
0.60
0.70
0.3s
0.00

0.90
1 .  l 0
1.80
1.90
2.20

"2 .40

0.40
0.50
0.70
0.60
0.30
0.10

1,.32
2.00
3 .10
3.20
2.85
2.50

303.60
448.00
895.90
681.60
5s0.05
411.50

Totals 1316 3296.65

Solution. The solution for the numerator is the sum bf the products given in
column 7 of spreadsheet Table 14.2;the solution for the denominator is the sum
of the subareas siven in column 2 of the table.

The excess-water availabie for runoff : 3269.6511316 : 2.5I cmlday'
I I

Hydrograph Recessions

Recession curves have been discussed in Chapter 11 and take the general form

Q :  Q o e - o '
' 

where Q : the discharge at time t
Qo : the initial rate of flow

, : - k:__afecessionconstant

296

(r4.6e)
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Figure 14.11 Separation of a snowmelt hydrograph'

Studies of daily streamflow by hydrographs permit evaluation of the amount of runoff

derived from snowmelt. The t""hniqutnred is essentially one of separation of the

daily hydrographs. Figure 14.11 (not to scale and oversimplified) illustrates the proce-

dure. Assume ihat the first, second, and succeeding peaks, respectively, fit snowmdlt

days. If the ultimate recession curve is extended backward in time, at a point A the

recession curve ft'om Hydrograph 2 will intersect it. The area between recessions from

Hydrograph 1 and HydiogtipiZ (shown cross-hatched) is the melt attributed to Day

1. In like -unn"r, a series ofsnowmelt hydrographs can be studied to determine their

individual melt components. By observing such hydrograph features as th€ height to

peak X, the height io trough i, and the form of the recession, volumetric and rate

forecasts of snowmelt runoff can be made. A more comprehensive treatment of this

subject can be found in Ref. 25.

Hydrograph SYnthesis

syntheses ofrunoffhydrographs associated with snow hydrology are oftwo-types' The

first is a short-term forecist. The second kind is the development of flow distribution

for a comPlete melt season or a '

forecasting is very helpful in prel
controls, while the synthesis of part
lating design floods. To forecast a
snowfield and streamflow need be k
ing, it is necessary to have the reliable prediction of various meteorological parameters

in addition to a knowledge of the initial conditions. Known historic parameters can be

used for reconstructing historic flows whereas assumed or generated parameters sat-

isfy design flood syntlieses. Figure 14.12 displays some common hydrometeorologic

data.
In snowmelt hydrograph syntheses, several factors (not of great conceln where

only rainfall exists) mustbe "utlfully considered. First, a drainage basin with snow-

cover cannot be accepted as a homogeneous system, since the areal extent of the

14.6 SNOWMELT RUNOFF DETERMINATIONS
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blanket is highly important. where only snowmelt flows are developed, the contribut-

ing area neel not U"itr" entire drainage-only that portion with-snowcover' If rainfall

o"-"o., during the snowcover period, contributions can come from bare areas while

other expanses may produce combined runoff' The nature of losses in such cases may

differ greatly for nonsnow overlayed and covered locations'

The altitude is an exceedingly pertinent factor in the hydrology of tracts sub-

jected to snowfall. Rates of .no*tnitid"crease with elevation due to a general reduc-

tion in temperature with height. orographic effects and the temperature-elevation

relations tend to raise the amount of precipitation with altitude' Greater snowcover

depth occurs because of increased precipitation and reduced melt rates' As a result'

the basin-wide melt and cover-area increase with height as the snowline is ap-

Short-waveradiationngtesj.^,-- .- AbsorbedShort-wavefadiation
i  hsolat ion obsened by USWB. of Boise Ci ly '  lD

2. Basin albedo of snow surface ^ - - ,
L Absorbed shon-wa\e ralialion compukd b) lomula 1ab. = ll( |

Air Temperature Notes:

1. Veni;al bus show daily range of surface air

temperature (max and min) at Idaho City' ID

2. aonnected points indicate daily (0700 hr)

700 mb temperature at Boise CitY, ID
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proached, then diminish with elevation over the higher places normally completely
snow covered until late in the season. A snowpack exhibits another important trait in
relation to rainstorms. In the spring, relatively little runoff occurs from snow-free
regions compared with that from a snowfield for moderate rainfalls. During very cold
weather, the situation during heavy rains is often reversed, since a dry snowpack can
retain significant amounts of water.

Two basic approaches introduce elevation effects into procedures for hy-
drograph synthesis.2 The first divides the basin into a series of elevation zones wheie
the snow depth, precipitation losses, and melt are assumed uniform. A second method
considers the watershed as a unit, so adjustments are made to account for the areal
extent of the snowcover, varying melt rates, precipitation, and other factors.

To synthesize a snowmelt hydrograph, information on the precipitation losses,
snowmelt, and time distribution of the runoff are needed. Snowmelt is generally
estimated by index methods for forecasting, but in design flood synthesis the heat
budget approach, is the most used. Precipitation is determined from gaugings and
historic or generated data. Losses are definid in two ways where snowmelt is involved.
For rain-on-snow hydrographs all the water is considered a loss if delayed very long
in reaching a stream. This is basically the concept of direct runoff employed in
rainstorm hydrograph analysis. For hydrographs derived principally from snowmelt,
only that part of the water which becomes evapotranspiration, or deep percolation, or
permanently retained in the snowpack is considered to be lost. Assessing the time
distribution of runoff from snow-covered areas is commonly done with unit hydro-
graphs or storage routing techniques. For rain-on-snow events, normal rainfall-type
unit hydrographs are applied; for the distribution of strictly snowmelt excess, special
long-tailed unit graphs are employed. Storage routing techniques are widely exeicised
to synthesize spring snowmelt hydrographs, perhaps dividing them into several com-
ponents and different representative storage times.

The time distribution of snowmeh runoff differs from that of rainstorms due
mainly to large contrasts in the rates of runoff generation. For flood flows associated
with rainfall only, direct runoff is the prime concern, and time distribution of base
flow is only approximated. Big errors in estimates of base flow are not generally of any
practical significance where major rainstorm floods occur. In rainstorm flows,
infiltrated water is treated as part of the base flow component and little effort is
directed toward determining its time distribution when it appears as runoff. In using
the unirhydrograph approach to estimate snowmelt hydrographs, it is customary to
separate the surface and subsurface components and route them independently.

Storage routing has been used extensively for routing floods through reservoirs
or river reaches. It is also applicable in preparing runoff hydrographs. In snowmelt
runoff estimates, the rainfall and meltwater are treated as inputs to be routed through
the basin, using storage times selected from the hydrologic characteristics of the
watershed. Two basic hydrologic routing approaches are related to the assumption of
( 1) reservoir-type storage or (2) storage that is a function of inflow and outflow. These
methods were treated in depth in Chapter 13.

Storage routing techniques that separate runoff into surface and groundwater
components, assign different empirically derived storage times to each, and then route
them separately have been employed.26 An additional system uses a multiple storage,
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Figure 14.13 Example of multiple-stage reservoir-type storage routing'

iti. ngur" illustrates ih" ut" of multiple-storage reservoir-type storage rout-

ing for"evaluating time distribution of runoff in u ttrunn". analogous to unit

tiOrog.uptr. (Af1er U.S. Army Corps of Engineers'2)

reservoir-type storage scheduling.2 In this method inflow is routed throrrgh two or

more stages of storage ru"""rtiu!fy. Figure 14.13 illustrates such an approach' Any

desired travel time can be obtained by properly selecting the storage time and. the

tf st4ges' Retention times between steps may also be varied to reflect various

drologic characteristics. clark has suggested that the. use of single-stage

rfter translatirrg irp", in time permits Jo=mputations to be^^simplified.27

e most practicJd method for synthesizing snowmelt runoff hydrographs has

,,nir hrrrrrnoranh The character of snowmelt unit graphs differs primarily in

time base length fiom that of rainstorm unit plots' As disclssed in chapter 12'

rainstorm unit hydrograph, ort"n are derived from single isolated storm events' In

snowmeltrunoff,ratesofwaterexcessaresmallandapproximate$continuous'Asa
result, the use of S-hydrographs is indicated'2

The S-hydrogrupfr ri"titoA has considerable utility, since it allows (1) adiust-

ments to the derived oni, hydrograph for nonuniform generation rates, (2) adjusting

il;;;t; iirn" p"rtoo to; d;ired interval, (3) ready adjustments of the area under

veraging several hydrographs to get a unit

;?ilt1,"1*T,::t1il1""t"1':*"ffil'3ijll;
rydiograph method in adjusting for nonuni-

form generation rates of water excess'
Onceap"r""nrug"S-hyatogtupftisderived'aunithydrographofanydesired

period can be obtaineias indlcated m nig. 14.15. ordinates of the S-hydrograph are

Three 6-hr stages

One 18-hr stage

Time (hr)

























312 CHAPTER 15 URBAN AND SMALLWATERSHED HYDROLOGY

Both categories of peak flow determination have had wide application; however,

two relatively major difficulties are normally encountered in applying the techniques.

First, the rainfall-runoff formulas, such as the rational formula, aie difficult to apply

unless the return periods for rainfall and runoff are assumed to be equal. Also,

estimates of coefficients required by these formulas are subjective and have received

considerable criticism. The empiric and correlative methods are limited in application

because they are derived from localized data and are not valid when extrapolated to

other regions.
The most fundamental peak flow formulas and empiric-correlativQ methods,

ilue to their simplicity, persist in dominating the urban design scene, and several of the

most popular forms are briefly described to acquaint the reader with methods and

assu-ption*. Urban runoff simulation techniques are described in Chapter 25.

Rational Formula

The rational formula for estimating peak runoff rates was introduced in the United

States by Emil Kuichling in 1889.18 Since then it has become the most widely used

method for designing drainage facilities for small urban and rural watersheds. Peak

flow is found from

QO:  CIA

the peak runoff rate (cfs)
the runoff coefficient (assumed to be dimensionless)

(1s .1 )

the average rainfall intensity (in./hr), for a storm with a duration equal
to a critical period of time /"

t" : the time of concentration (see Chapter Ii)
A : the size of the drainage area (acres)

cI : the average net rain intensity (in./hr) for a storm with duratiofl: t,

The runoff coefficient can be assumed to be dimensionless because 1.0 acre-in./hr is

equivalent to 1.008 ft3lsec. Typical C values for storms of 5-10-year return periods

are provided in Table 15.1.
The rationale for the method lies in the concept that application of a steady,

uniform rainfall intensity will cause runoff to reach its maximum rate when all parts

of the watershed are contributing to the outflow at the point of design. That condition

is met after the elapsed time t", the time of concentration, which usually is taken as

the time for a wave to flow from the most remote part of the watershed. At this time,

the runoff rate matches the net rain rate.
Figure 15.1 graphically illustrates the relation. The IDF curve is the rainfall

intensity-duration-frequency relation for the area and the peak intensity ofthe runoff

is Q/A: 4, which is proportional to the value of 1 defined at t". The constant of

profottionatity is thus the runoff coefficient, C : (QIA) lL Note that QIA is a point

value and that the relation, as it stands, yields nothing of the nature of the rest of the

hydrograph.
The definition chosen for /" can adversely affect a design using the rational

formula. If the average channel velocity is used to estimate the travel time from the

most remote part of the watershed (a common assumption), the resulting design

where Qo:
C _
I _
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TABLE 15,1 ryPICAL C COEFFICIENTS FOR 5-
TO 1O-YEAR FREQUENCY DESIGN

Description of area Flunoff coefficients

Business
Downtown areas
Neighborhood areas '

Residential
Single-family areas
Multiunits, detached
Multiunits, attached

Residential (suburban)
Apartment dwelling areas
Industrial

Light areas
Heavy areas

Parks, cemeteries
Playgrounds
Railroad yard areas
Unimproved areas
Streets

Asphaltic
Concrete
Brick

Drives and walks
Roofs
Lawns; sandy soil:

Flat,2Vo
Avenge,2-7Vo
Steep, TVo

Lawns; heavy soil:
Flat,2Vo
Average,2-7Vo
Steep, TVo

Figure L5.1 Rainfall-runoff relation for
the rational method.

0.70-0.95
0.50-0.70

0.30-0.50
0.40-0.60
0.60-0.75
0.25-0.40
0.50-0.70

0.50-0.80
0.60-0.90
0.10-0.25
0.20-0.35
0.20-0.40
0.10-0.30

0.70-0.95
0.80-0.95
0.70-0.85
0.75-0.85
0.75-0.9s

0.05-0.10
0.10-0.15
0.15-0.20

0.13-0.17
o.r8-0.22
0.25-0.35

Q H

o

Time (min)
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discharge could be less than that which might actually occur during the life of the
project. The reason is that wave travel time through the watershed is faster than
average discharge velocity (see Section 13.1). As a result of using the slower velocity
I{ the peak time (/.) is overestimated, the resulting intensity l from IDF curves is too
small, and the rational flow rate p is underestimated.

Rational Method Applications Most applications of the rational formula in deter-
mining peak flow rates utilize the following steps: ,

1. Estimate the time of concentration of the drainage area.
2. Estimate the runoff coefficient, Table 15.1.
3. Select a return period T, and find the intensity of rain that will be equaled

or exceeded, on the average, once every I years. To produce equilibrium
flows, this design storm must have a locally derived IDF curve such as
Fig. 27 .I3 or Fig. 15.2 using a rainfall duration equal to the time of concen-
tration.

. 4. Determine the desired peak flow Q,from Eq. 15.1.
5. Some design situations produce larger peak flows if design storm intensities

for durations less than /" are used. Substituting intensities for durations less
than t" is justified only if the contributing area term in Eq. 15.1 is also
reduced to accommodate the shortened storm duration.

One of the principal assumptions of the rational method is that the predicted
peak discharge has the same'return period as the rainfall IDF relation used in the

Time (min)

Figure 15.2 Intensity-duration-frequency curves used in Example 15.1.

-

a 4

E "

IDF curves for storms in vicinitv of example site

0 5 10 15 20 30 40 50 60 70 80 90 100 110 r20 130
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prediction. Another assumption, and one that has received close scrutiny by investiga-
tors,re'2o is the constancy of the runoff coefficient during the progress of individual
storms and also from storm to storm. The"coefficient is usually selected from a list
based on the degree of imperviousness and infiltration capacity of the drainage sur-
face. Because C : I,.rf I,the coefficient must vary if it is to account for antecedent
moisture, nonuniform rainfall, and the numerous conditions that cause abstractions
and attenuation of flood-producing rainfalls. In practice, a composite, weighted aver-
age runoff coefficient is computed for the various surface conditions. Times of con-
centration are determined from the hydraulic characteristics of the principal flow
path, which typically is divided into two parts, overland flow and flow in defined
channels; the times of flow in each segment are added to obtain /".

Another assumption with the rational method is that the equation is most
applicable to antecedent moisture conditions that exist for frequent storms, in the
range of the 2- to 10-yr recurrence interval, representative of storms traditionally used
for design of residential storm drain systems. Because more severe, less frequent
storms often have wetter antecedent moisture conditions, the rational coefficient is
increased by multiplying it by a frequency factor. The commonly used multipliers for
less frequent storms are:

Return period (yrs) Mult ipl ier

2- to
25
)U
100

1 .0
1 . 1
t .2
1.25

EXAMPLE 15.I

Use the rational.method to find the 10-year and 5O-year design runoff rates for the area
shown in Fig. 15.3. The IDF rainfall curves shown in Fig. 15.2 arc applicable.

Solution

1. Time of concentration:

t , : t t * t z : 1 5 + 5 : 2 0 m i n

At = 3 acres
cr = o'3
tr = 15 min
Az= 4acres
Cz = o'7
tz = 5min

Figure 15.3 Hypothetical drainage system
for Example 15.1.
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2. Runoff coefflcient:

c : [(3 x 0.3) + (4 x 0.7)]lQ + 4) :0.53 for 10-yr event

C : 1.2(0.53) : 0.64 for 50-yr event

3. Rainfall intensity-from Fig. 15.2:

Irc : 4'2 in'/ht

1so : 5'3 in'/hr

4. Design peak runoff:

Q r c :  C I A :  0 ' 5 3  x  4 ' 2  x  7

Qso:  CIA:  0 '64  x  5 '3  x  7

Rational Method Discussion The runoff coefficient in the rational formula is

dependent on the soil type, antecedent moisture condition, recurrence interval, land

use, slope, amount of urban development, rainfall intensity, surface and channel
roughness, and duration of storm. Tables and graphs generally allow determination of
C from only two or three of these factors. Nomographs and regression equations can
provide relations among more factors. One such relation, applicable only in the region

for which it was derived, is2r

C : j .Z(t1-i)CN3 To 05[(0.01CN)o e1-s0 2(0.001CN1 48)0 ts-o't{(P + I)/zfo j

n5.2)
SCS curve number (Chapter 4)
recurrence interval ( years)
average land slope (7o)
rain intensity (in./hr)
percent imperviousness

The rational formula is a simple model to express a complex hydrologic system. Yet the

method continues to be used in practice with results implying acceptance by design-
ers, officials, and the public. The method is easy to apply and gives consistent results.
From the standpoint of planning, for example, the method demonstrates in clear terms

the effects of development: runoff from developed surfaces increases because times of

concentration decrease and runoff coefficients increase.
For storm drainage systems, the designer is normally asked to estimate the peak

flow rate that might be equalled or exceeded at least once in a given number of years
(described as the frequency - see Section 10.4). For designs using the rational

formula, the frequency of the peak runoff event is assumed equal to the frequency of

the rain event (an event being deflned as some rain depth in a given duration). Studies

have explored this assumption.z2 Figure 15.4 shows cumulative log-normal probabil-

ity functions (Chapter 26) fitted to observations of rainfall and runoff on a 47-acre

area in Baltimore, Maryland, with an average Surface imperviousness of 0.44. The

data are partial series fitted independently to the observed rainfall sequence and the

observed runoff sequence. Thus the largest runoff does not necessarily correspond to
the largest ranked rainfall, and a similar lack of correspondence between any runoff

16 cfs

24 cfs rl

where CN :
T :
s :
I :
P :
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Percentage of sample values equal to or greater than indicated value

. 5 9 9 9 8  9 5  9 0  8 0  7 0 6 0 5 0 4 0 3 0  2 0  1 0  5  2  1 0 . s

Rainfall frequency curve
(rr = 7.5 min) 

./

l "

't'2' o

..t 
tt " i/

o- '
y "

o o

a
a

a

o

\
Peak runoff ftequency curve

5  1 0 2 0

Recurrence interval (Years)

Figure 15.4 Distributions of recorded rainfall and runoff' (After
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and the rainfall that produced it holds for the ranked position of the observations in

the arrays of the two i"putut" sequences. In Fig. 1 5.4, the 5 -year rainfall frequency of

6.5 in./hr corresponds io a runofffrequency of4'0 cfs/acre; the ratio indicates a runoff

coefficient of approximately 0.6. Although the two sequences are each closely log-

normal, they tend to converge, which suggests that the runoff coefficient increases

slightly with more intense, iess frequent storms. In the design range, however, the

t"*ttr tend to support the assumption of the rational method that the recurrence

interval of the runoff equals the reiurrence interval of the rainfall. It should be noted

that the rainfall distributions in Figs. 15.1 and 15.4 have similar properties. All IDF

curves are drawn through the average rainfall intensities derived from many different

storms of record; any single IDF curve dses not represent the progress of a single

storm. For lack of historical runoff data, the designer turns to the rational method to

construct from the rainfall history what amounts to a runoff intensity-duration-

frequency relation.- 
The most critical (highest peak) runoff event is often assumed to be caused by

a storm having a duration -qual to the time of concentration of the watershed' If the

rainfall IDF curve is steep in the design range, several durations should be tested for

the given frequency to assure that no other storm of equal probability produces a

higlier peak runoff iate. Most applications of the rational method do not include this

test because the assumption thai ihe peak occurs at /" is commensurate with the other

inherent assumptions.
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The rational method is used in the design of urban storm drainage systems
serving areas up to six hundred acres in size. For areas larger than I mir, liydrograph
or other techniques are generally warranted. Considerabl" 3udg-"nt is riquir-eAin
selecting both the runoff coefficients and times of concentratloi. a common proce-
dure is to select coefficients and assume that they remain constant throughout the
storm. As the design proceeds from point to point downstream, a composite weighted
C factor is computed for the drainage area above each point. The time of concentration
is composed of an inlet time (the overland and any channel flow times to the first inlet)
plus the accumulated time of flow in the system to the point of design.

Figure 15.5 is an example of a design aid for prJdicting overland flow times.
calculation of flow time in storm drains can readily be estimatid knowing the type of
pipe, slope, size, and discharge.23 Generally, the pipe is assumed to flow full foi this
calculation. (see Fig. 15.6.) Nomographs also are available to solve the Manning
equation for flow in ditches and gutters. The estimation of inlet time is frequentl|
based solely on judgment; reported values vary from 5 to 30 min. Densely aevitopei
areas with impervious tracts immediately adjacent to the inlet might be assigned inlet
periods of 5 min, but a minimum value of 10-20 min is more uiual.

d 10n
o  " - "

4U F-

o

F

Figure 15.5 Surface flow time curves. (After Federal Aviation Agency.23)
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Figure 15.6 Flow in pipes (Manning's formula); (After Ref. 24.)
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Most designers applying this method do not use the time of concentration in its
strictest sense; rather, the largest sum of inlet time plus travel time in the storm drain
system is taken as the time of concentration. Caution is required in app$ing the
method' Peak discharge is not the summation of the individual dischapges, b"Jarr*
peaks from subareas occur at different times. The runoff from subareas should be
rechecked for each area under consideration. The average intensity / is that for the
time of concentration of the total area drained. While I decreaies as the design
ploceeds downstream, the size of the contributing area increases and e normally

0.
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increases continuously. It should be noted that the design at each point downstream

is a new solution of the rational method. The only direct relation from point to point

derives from the means for determining an increment of time to be added for a new

time of concentration. The effect is to provide an equal level of protection (i.e., an

equal frequency of surcharging) at all points in the system. Example 15.2 is repro-

duced from standard design references to illustrate the application of the rational

method to an urban sYstem.2a

EXAMPLE 15.2

Based on the storm sewer arrangement of Fig. 15.7a, determine the outfall discharge.

Assume that C : 0.3 for residential areas and C = 0.6 for business tracts. Use a

5-year frequency rainfall from Fig. 15.7b and assume a minimum 20-min inlet time.

Solution. The principal factors in the design are listed in Table 15.2' Addi-

tional columns can be provided to list elevations of manhole inverts, sewer

inverts, and ground elevations. This information is helpful in checking designs

and for subsequent use in drawing final design plans. (see Table 15.3.) lI

Modified Rational Method The rational method is truly 'orational" in that the peak

flow rate is simply set equal to the net rain rate after sufflcient time occurs for the

entire watershed to contribute runoff. This results for any storm equalling or exceed-

design, requiring volume of runoff as well as peak flow rates.

TABLE 15.2 DEFINITION OF COLUMN HEADINGS IN TABLE 15.3

Column Comment

1

4
5
6
7
8
9

10
t 1
T2
t3
14
15
t6
t7

Line being investigated
Inlet or manhole being investigated
Length of the line
Subarea of the inlet
Accumulated subareas
Value of the concentration time for the area draining into the inlet

Travel time in the pipe line
Weighted C for the area being drained
Rainfall intensity based on time of concentration and a 5-year frequency culve

Uqitrunoff q: CI
Accumulated runoff that must be carried by line

Slope of line
Size of pipe
Pipe capacity
Velocity in full pipe
Actual velocity in pipe
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j e

Sewer line with manhole numbers
MH1-1 r Storm inlets

,\e Gutterflowline
/ contourline
-- - - Drainage area outline

\

N 2:i-yr average frequencY

\ \
l l l l

10-yr average frequencY
r r ! l

{ Ij-'ff:::i::::?
\ K:---t.-

0 10 20 30 40 50 60 70 80 90 100 110 120

Duration (min)

Figure 15.7 Sample storm drainage problem: (a) typical storm

seier design plan anO (U) intensity-duration-frequency rainfall

curves for Davenport, Iowa. (After Ref' 24.)
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In the modified rational method., a full hydrograph is developqd rather than

simply estimating the peak flow rate, using the following reasoning. If the storm

duration exceedslhe time of concentration, the runoff rate would dse to the rational

formula peak value, then stay constant until net rain ceases. At that point, runoffrates

would decrease to zero as excess rain is released from the basin. Ifthe rainfall-excess

release time (see Chapter 11) is equal to the time of concentration, the hydrograph

, would have an approximate trapezold shape rising to the peak al t : t",femaining flat

unt i l / :  theraindurat ion,D,andthenfal l ingalongastraight l ineunt i l t :  D I  t" .

Many software packages for urban hydrology incorporate the modified rational

method for hydrograph analysis. the method is approximate and should not be ap-

plied to watersheds over 50 acres in size.

SCS TR-55 Method

The U.S. Soil Conservation Service developed procedures for estimating runoff vol-

ume and peak ratei of discharge from urban areas.zs They are known collectively as

TR-55 und indiuidually as the graphical method, chart method, and tabular method.

The three methods adjust rural procedures in NEH-426 to urban conditions by increas-

ing the curve number CN foi impervious areas and reducing the lag time /1 for

imlperviousness and channel improvements. Allowances are also made for various

watershed shapes, slopes, and times of concentration. The SCS designed the first two

methods to be used for estimating peak flows, and the third for synthesizing complete

hydrographs. The tabular method and chart method (used for small watersheds up to

2000 acres) were revised in 1986,21but are described here to help explain the evolution

of the methods. All three were developed for use with 24-hr storms' Use with other

storm durations is not advised.
The graphical method was developed for homogeneous watersheds, up to 20 mr2

in size, on which the land use and soil type may be represented by the runoff curve

number. As shown in Chapter 4, the runoff curve number is simply a third variable

in a graph of rainfall versus runoff.
Tie SCS peak discharge graph shown in Fig. 15,8 is limited to applications

where only the peak flow rate ii Oisired for 24 hr, Type-II storm distributions (see

Chapter f 6l. A Type-II storm distribution is typical of the 24-hr thunderstorm expe-

rienced in all staiei except the Pacific Coast states. Figure 15.8 was developed from

numerous applications ofine SCS TR-20 event simulation model described in Chapter

24. To apply Fig. 15.8, the watershed time of concentration in hours is entered into

ttre grapir'to prJdu." the peak discharge rate in cfs/mi2 of watershed per inch of net

rain during tk Z+-nr period. The 24-hr net rain is estimated from the 24-hr gross

amount using the scS curve number approach described in chapter 4.

the effect of urbanization can be estimated using Fig. 15.9. Once the composite

curve number (CN) has been estimated for the previous area, a modified curve number

is determined by entering Fig. 15.9 with the value of the percent impervious area on

the modified watershed, r"ading vertically to the curve corresponding to the CN for

the pervious watershed, and then reading horizontally to determine the modified

composite runoff curve number that would be used in determining the net rain depth

for the urbanized watershed'
Use of the 1975 graphical method is restricted by the assumptions of the tabular

method. The method ii a -omposite of results for one case of the tabular method. This
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100
0.1 0.2 0.3 0.4 0.5 0.7 1.0 2.5 3.0 4.0 5.0

Time of concentration (hr)

Figure 15.8 Peak discharge (cfs/mi2lin.) of runoff versus time of con-
centration /. for 24-hr, Type-II storm distribution. (After U.S. Soil Conser-
vation Service.25)

restricts its applications to runoff volumes greater than about 1.5 in. (if the curve
number is less than 60). Time of concentration should range between 0.1 and 2.0hr,
and the initial abstraction should not exceed about 25 percent of the precipitation.

The chart method allows determination of peak flows for 24-hr Type-II storms
over watersheds having a fixed length/width relation and no ponding areas. Three
charts are used for flat, moderate, or steep slopes of approximately I,4, or 16 percent.
Tables of adjustments for intermediate slopes are provided in the technical release.

Several microcomputer software packages for urban hydrology have been devel-
oped.28 Over two-thirds are based on SCS procedures, but caution should be applied

0 l0 20 30 40 50 60 70 80 90 100

Connected impervious area (7o)

Figure 15.9 Percentage of impervious areas versus composite CNs for given
pervious area CNs. (After U.S. Soil Conservation Service.2s)
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in assuming that the commercial programs fully imitate TR-55 or other SCS hand-

book methods. An ideal TR-55 package would include all three methods, would carry

SCS endorsement, would state all assumptions and limitations, and would incorpo-

rate all SiS adjustments for peak coefflcient, percent imperviousness, percentage of

channel improved, ponding or swampy areas, length/width ratio variations, and slope.

Its use shoutA ako be cautioned for other than 24-hr storms having a Type-II SCS

distribution. Packages not adhering to these limitations would not be qualified as

TR-55 procedures.
A significant problem in some of the commercial software packages is the use

of a trianlular-shaped unit hydrograph for convolution to produce hydrographs for

storms of-various durations. The SCS used a triangular shape to conceptualize the

peak flow rate of a curvilinear unit hydrograph, but has never endorsed use of other

than either the curvilinear shape discussed in Section I2.5 ot the tabulated hydrg;

graphs given in the TR-55 manual. For further reading, the SCS published a guide2e

for the use of the 1975 TR-55 intended to clarify procedures in the original technical

release.

Prevailing SCS TR-55 Method

The 1986 edition of TR-55,27 rather than the 1975 version, is recommended for use.

. It incorporates several years of results of research and experiences with the original

edition. The revisions include the following:

Three additional rain distributions (see Fig. 16'17).
Expansion of the chapter on urban runoff curve numbers'

A procedure for calculating travel times of sheet flow'

Deletion of the chart method.
Modifications to the graphical peak discharge method and tabular hy-

drograph method.
6. TR-55 computer Program.

Rather than relying totally on Fig 15.9, the new TR-55 uses Table t5.4 andFig. 15'10

to provide urban runoff curve numbers for certain instances indicated in the table'

For the new graphical method, an urban curve number and the 24-hr design rain

depth are estimated, ih"n un initial abstraction 1, is determined from the SCS runoff

equation (Chapter 4) or from Table 15.5. The peak flow is found from linear interpo-

lation of the curves in Figs. 15.ll,15.I2, !5.13, or 15.I4, depending on the rainfall

distribution type (Fig. rcn).If the computed I"f P ratio falls outside the curves, the

nearest curvi should be used. If the watershed contains a pefcentage of ponds or

swampy areas, the peak flow is multiplied by a reduction coefficient from Table 15'6'

1.
,,

3.
4.

EXAMPLE 15.3

A 1280-acreurbanTennesseewatershedhasa6.0-hrtimeof concentration,CN : 75

from Table 15.4, and 5 percent of the area is ponded. The25-year,24-ht tainis 6'0 in'

Find the 25-year peak discharge.



TABLE 15.4 RUNOFF CURVE NUMBERS FOR URBAN AREAS (see Sec. 4.9 foT
other values)

Cover descriotion
Curve numbers for

hydrologic soil group'

Cover type and hydrologic condition
Average percent
impervious areaD cBA

Fully developed urban areas (vegetation established)
Open space (lawns, parks, golf courses, cemeteries, etc.)"

Poor condition (grass cover <50%)
Fair condition (grass cover 50-757o)
Good condition (grass cover > 757o)

Impervious areas
Paved parking lots, roofs, driveways, etc.

(excluding right- of-way)
Streets and roads

Paved; curbs and storm sewers (excluding
right-of-way)

Paved; open ditches (including right of-way)
Gravel (including righrof-way)
Dirt (including right-of-way)

Western desert urban areas
Natural desert landscaping (pervious areas

only)'
Artificial desert landscaping (impervious

weed barrier, desert shrub with 1-2-in.
sand or gravel mulch and basin borders)

Urban districts
Commercial and business
Industrial

Residential districts by average lot size

f acre or less (town houses)
j acre

I acre

I acre
I acre
2 aqes

Developing urban areas
Newly graded areas (pervious areas only, no

vegetation)"
Idle lands (CNs are determined using cover

types similar to those in Table 4.7).

85
72

65
38
30
25
20
l2

96

89
8 1

77
6 1
57

5 l
46

77

79
69
6 l

98

98
89
85
82

77

96

92
88

85
75
72
70
68
65

86

68
49
39

98
83
76
72

86
79
74

89
84
80

9898

8563

98 98
92 93
89 9r
87 89

96 96

94 95
91 93

90 92
83 87
81 86
80 85
79 84
77 82

9 1

'Average runoff condition, and 1" : 9.25.
'The average percent impervious area shown was used to develop the composite CNs. Other assumptions are as
follows: impervious areas are directly connected to the drainage system, impervious areas have a CN of 98, and
pervious areas are considered equivalent to open space in good hydrologic condition. CNs for other combinations
of conditions may-be computed using Fig. 15.9 or 15.10
" CNs shown are equivalent to those of pasture. Composite CNs may be computed for other combinations of open
space covol type.
dComposite CNs for natural desert landscaping should be comppted using Fig. 15.9 or 15.10 based on the impervi-
ous area percentage (CN : 98) and the pervious area CN. The pervious area CNs are assumed equivalent to desert
shrub in poor hydrologic condition.
e Composite CNs to use for the design of temporary measures during grading and construction should be computed
using Fig, 15.9 or 15.10 based on the degree ofdevelopment (impervious area percentage) and the CNs for the newly
graded pervious areas.
Source : U.S. Soil Conservation Service,2T
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Figure 15.10 Graph of 1986 TR-55 composite CN with unconnected
impervious area, or total impervious area, less than 30 percent. (After U.S. Soil .
Conservation Service.2T)

Curve number L fin.) Curve number L (in.)

50

40
4 l
42
43
44
45
46
47
48
49
50
) l

52
53
54
55
56
57
58
59
60
6 l
62
63
o+

65
66
67
68
69

3.000
2.878
2.762
2.65r
2.545
2.444
2.348
2.255
2.167
2.082
2.000
1.922
r.846
1.774
1.704
1.636
1.571
r.509
1.448
1.390
1.333
1.279
1.226
I.t75
t.t25
1.077
1.030
0.985
0.941
0,899

0.857
0.817
0.'778
0.740
0.703
4.667
0.632
0.597
0.564
0.532
0.500
0.469
0.439
0.410
0.381
0.353
0.326
0.299
0.273
0.247
0.222
0 .198
0.174
0 .151
0.128
0.105
0.083
0.062
0.041

70
7 1
72
t 5

74
I J

76
77
78
79
80
8 l
82
83
84
85
86
87
88
89
90
9 l
92
93
94
95
96
o1

98

TABLE ls.s /a VALUES FOR RUNOFF CURVE NUMBERS

Source: U.S. Soil Conservation Service.
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Figure 15.11 Unit peak discharge (q*) for SCS Type-I rainfall distribution. (After

U.S. Soil Conservation Service.)
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Figure 15.12 Unit peak discharge (q,) for SCS Type-IA rainfall distribution. (After

U.S. Soil Conservation Service.)
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Time of concentration, Z" (hr)

Figure 15.13 Unit peak discharge (q,) for SCS Type-II rainfall distribution. (After
U.S. Soil Conservation Service.)
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Figure 15.14 Unit peak discharge (q,) for SCS Type-III rainfall distribution. (After
U.S. Soil Conservation Service.)
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TABLE 15.6 ADJUSTMENT FACTOR (Fp) FOR
POND AND SWAMP AREAS THAT
ARE SPREAD THROUGHOUT THE
WATERSHED

Percentage of pond and swamp areas

0
0.2
1.0
3.0
5.0

1.00
0.97
0.87
0.75
0.72

Source: U.S. Soil Conservation Service.

Solution. From Fig. 16.17, the Type-II storm applies to Tennessee. From
Table 15.5, I" :0.667.Thus I , fP: 0.11. FromFig. 15.13, q,:  96 csm/in.
From Chapter 4, tbe runoff from 6.0 in. is 3.28 in. Since 5 percent of the area
is ponded, the peak flow is adjusted using Table 15.6, giving 4 : 0.72. Thus

g : (96 csm/in.)(3.28 in.)(2.0 mr'�)(0.72) : 453 cfs rr

The graphical method provides peak discharges only. If a hydrograph is needed
or watershed subdivision is required, the tabular method2T should be used. The event
simulation model TR-20 should be used if the watershed is very'complex or a higher
degree of accuracy is required (see Chapter 24).

Assumptions of the graphical method include:

The method should be used only if the weighted CN is greater than 40.

The ?i values with the method may range from 0.1 to 10 hr.

The watershed must be hydrologically homogeneous, that is, describable
by one CN. Land use, soils, and cover must be distributed uniformly
throughout the watershed.

The watershed may have only one main stream or, if more than one, the
branches must have nearly equal times of concentration'

The method cannot perform channel or reservoir routing.

The Fofactor can be applied only for ponds or swamps that are not on the
flow path.

Accuracy of peak discharge estimated by this method will be reduced if
I"fP va\ues are used that are outside the range given.

When -this method is used to develop estimates of peak discharge for
present and developed conditions of a watershed, use the same progedure
for estimating [.

Both the graphical and tabular methods are derived from TR-20 output. The use
of I permits them to be used for any size watershed within the scope of the curves
or tables. The tabular method can be used for a heterogeneous watershed that is
divided into a number of homogeneous subwatersheds. Hydrographs for the subwater-
sheds can be routed and added.
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The tabular method is described in the technical release and is not detailed here.

In using the method, the following steps are employed:

1. Subdivided the watershed into areas that are relatively homogeneous and

have convenient routing reaches'
2. Determine drainage area of each subarea in square miles'
3. Estimate T"for each subarea in hours. The procedure for estimating I is

outlined inTR-55.
4. Find the travel time for each routing reach in hours'

' 
5. Develop a weighted CN for each subarea.
6. Select an appropriate rainfall distribution according to Fig. 16.17.

7. Determin e the 24-hr rainfall for the selected frequency (Chapter 16).

8. Calculate total runoff in inches computed from CN and rainfall (Chapter 4)'

9. Find I,fot each subarea from Table 15.5.
10. Using the ratio of I,f P and T,for each subarea, select one of the hydrographs

tabulated in TR55.
11. Multiply the hydrograph ordinates (csm/in.) by the area (mi2) and runoff

(in.) of each respective subarea.
12. Route and combine the hydrographs.

The SCS recommends that TR-20, rather than the tabular method, be used if

any of the following conditions apply:

Travel time is greater than 3 hr.

f is greater than2hr.

Drainage areas of individual subareas differ by a factor of 5 or more.

The TR-55 procedures have been incorporated by SCS in a computer program. Copies

are available from the U.S. National Technical Information Service.

15.3 PEAK FLOW FORMULAS FOR SMALL RURAL WATERSHEDS

SCS TP-149 Method

TR-55 is the SCS procedure for urban watersheds, TR-20 is the unit-hydrograph

procedure for larger agricultural watersheds (see Chapter 24), andTP-149 was devel-

bped to allow esiimation of peak flow rates from small (5-2000 acres) agricultural

watersheds.3o It consists of a series of 42 charts from which the peak discharge of a

24-hr ruinfall can be determined.
Input to the procedure is the drainage area, average watershed slope, storm

distribution type (I or II), watershed composite curve number, and depth of rainfall.

Figures 15.15ind 15.16 illustrate the numerous charts in the TP. Shown are type-I

and type-Il curves for moderately sloped watersheds, with CN : 70 for both. Similar

charts are available for the combinations given in Table 15.7. Applications of TP 149

to watersheds having curve numbers other than the 5-unit increments of Table 15.7,

or for slopes other ihan I, 4, or 16 percent, can be accomplished by arithmetic or

logarithmic interpolation between adjacent chart values'
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Figure 15.15 -tP-I49 peak rates of discharge for small watersheds, Type-I storms: 24-hr
rainfall, moderate slopes, and CN : 70. (After U.S. Soil Conservation Service, "A

Method of Estimating Volume and Rate of Runoff in Small Watersheds," U.S. Depaftment
of Agriculture, Jan. 1968.)

TABLE 15.7 CHARTS AVAILABLE IN TP-149 FOR PEAK FLOW RATES OF SMALL
WATERSHEDS
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Figure 15.16 TP-149 peak rates of discharge for small watersheds, Type-II storms:

24-hr rainfalT. moderate slopes, CN : 70. (After U.S. Soil Conservation Service, "A

Method of Estimating Volume and Rate of Runoff in Small Watersheds," U.S. Department

of Agriculture' Jan. 1968.)

Compare the peak flow rates from Type-I and Type-II storms using Figs. 15.15 and

15.16. Assume that only storm type changes and all other conditions are equal.

Solution. A 4-in. rain over 200 acres on a watershed with CN : T0lesults in

Qo : 52 cfs for a Type-I storm (Fig. 15.15) and Qp : 9l cfs for Type II
(Fig. 15.16). Thus the storm distribution type makes a significant difference in

results of peak flow estimation using SCS techniques. I r

10

8
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6
5

10
8
7
o
5

EXAMPLE 15.4
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Federal Highway Administration scs Peak Flow Design Method

The Federal Highway Administration (FHWA) lists in their Hydrologic Engineering

Circular No. tq, F{ydrology ( 1995 Ed.) a procedure for estimating peak flow rates for

homogeneour, ,-ul1-to--"dium sized watersheds having times of concentration be-

tween 0.1 and 10 hours. It employs an SCS regression equation that has coefficients

determined from data on different rainfall distribution types and ratios of the initial

abstraction 1, (see Chapter 4) and total precipitation, P. The peak discharge in metric

units is calculated from

Qp:  4 ,AQ, (1s.3)

where qois the peak discharge in m3/sec, A is the drainage area in sq. km., Q is the

net rain depth in cm, and q, is the unit peak discharge from

log qu: Co + Cl log /" f Crlogz t" (1s.4)

in which /" is the time of concentration in hours, and the regression coefficients are

obtained from Table 15.8.

TABLE 15.8 COEFFICIENTS FOR FHWA HEC-19 SCS
PEAK DISCHARGE METHOD

Rainfall
rype t,/P co c1 c2

IA

0.10
0.20
0.25
0.30
0.35
0.40
0.45
0.50
0.10
0.20
0.25
0.30
0.50
0 .10
0.30
0.35
0.40

*0.45
0.50

0.10
0.30
0.3s
0.40
0.45
0.50

2.30550
2.23537
2.18219
2.10624
2.00303
1.87733
t .76312
1.67889
2.03250
r.91978
1.83842
1.72657
1.63417
2.55323
2.46532
2.41896
2.36409
2.29238
2.20282
2.473t7
2.39628
2.35477
2.30726
2.24876
2.17772

-0.51429
-0.50387
-0.48488
-0.45695
-0.40769
-032274
-0.15644
-0.06930
-0.31583
-0.282t5
-0.25543
-0.t9826
-0.09100
-0.61512
-0.62257
-0.61594
-0.59857
-0.57005
-0.51599
-0.51848
-0.51202
-0.49735
-0.4654r
-0.41314
-0.36803

-0.11750
-0.08929
-0.06589
-0.02835

0.01983
0.05754
0.00453
0.0

-0.13748
-0.07020
-0.02597

0.02633
0.0

-0.16403
-0.1t657
-0.08820
-0.05621
-0.0228r
-0.01259
-0.17083
-0.13245
-0. l 1985
-0.1 1094
-0.11508
-0.0952s

ilI

Source: Afrer U.S. Federal Highway Administration' Hec-19, Hydrology' FHWA-

IP-95, 1995.
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The procedure has the following limitations:
' use with homogeneous watersheds (CNs from zone to zone should not differ

bY s)
. CN should be greater than 50
. /. should be between 0. 1 and 10 hours
. I^/P should be between 0.1 and 0.5
' /" should be about same for any of the main channels, if watershed has more

than one main channel
. no channel or reservoir routing is allowed
. no storage facility on main channel
' watershed area in storage ponds and lakes should be less than 5 percent

Synthetic Unit-Hydrograph Peak Rate Formulas
Peak flow rates from small watersheds can also be determined using the synthetic
unit-hydrograph techniques described in Chapter 12. A storm having a duration
defined by Eq. 12.22 wirl produce, according to Snyder's method of synthesizing unit
hydrographs, a peak discharge for 1.0 in. of net rain given by Eq. 12.17, or

Similarly, the peak flow rate resulting from a storm with duration D given by
Eq. 12.22 or 12.23 is, according to the SCS method for constructing synthetic unit
hydrographs, equal to

o^ - 
64oct'A

' t m

^ 484A
U ^ :  -

(15.s)

(15 .6)

where /o is the time from the beginning of the effective rain to the time of the peak
runoff rate, which by definition is the watershed lag time plus half the storm duration.
Both of Eqs. 15.5 and 15.6 apply to 1.0 in. of netrain occurring in the durationD.
Either can be multiplied by P"", for other storm depths with equal durations. Peak
flows for storms with durations other than D would need to be determined by unit-
hydrograph methods.

Discharge-Area and Regression Formulas
A multitude of peak flow formulas relating the discharge rate to drainage area have
been proposed and applied. Gray3r lists 35 such formulas, and Maidment32 compares
many others. Most of these empiric equations are derived using pairs of measurements
of drainage area and peak flow rates in a regression equation having the form

Q :  C A *

where Q : the peak discharge associated with a given return period
A : the drainage area

C, ffi : regression constants

(15 .7)

Popular discharge-area formulas in the form of Eq. 15.7 include the Meyers
equation33

O : 10,000405 (1s.8)
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Qz'zt = CA0T

where A : the contributing drainage arca in mi2
C : aresional coefficient obtained from Fig. 15'17

Once the mean annual flood magnitude is obtained, other annual flood magni-

tudes can easily be determined from the appropriate index-flood curve (see Fig.

26.4c). The usqof such curves in urban hydrology is limited because the USGS data

network for the index-flood method seldom includes watersheds smaller than 10 mi2.

The USGS regression equations, described later, are applicable for watersheds in the
' 1-10 mi2 range and larger.

Cyprus Creek Formula

CHAPTER 15 URBAN AND SMALLWATERSHED HYDROLOGY

where A : the drainage area, which must be 4 mi2 or more

Q : the ultimate maximum flood flow (cfs)

This example gives only one flow rate of unknown frequency and is chosen only to

illustrate the form of flood flow equations. A program of determining flood magni-

tudes for atange of frequencies on a state-by-state basis has been completed by the

USGS using the multipl- regression techniques discussed in Chapters 26 and 27 and

illustrated for Virginii in Problem 27.25. Similar formulas are available from the

USGS for other states. Software containing all the USGS regression equations for the

United States is available from the U.S. Geological Survey and Federal Highway

Administratioh as part of the HYDRAIN software package'

Geological Survey Index-Flood Method

The U.S. Geological Survey index-flood method described in Section 27 .4 is a graph-

ical regional c&relation of the recurrence interval with peak discharge rates. The

steps involved in the derivation of a regional flood index curve are outlined in Section

27.4.The first step in applying the technique to a watershed is to determine the mean

annual flood, defineO as ttre flood magnitude having a return period of 2.33 years.

Mean annual floods for ungauged watersheds are found from regression equations

similar in form to Eq. 15.7. For example, the USGS report3a on flood magnitudes and

frequencies in Nebraska gives, in cfs,

Extreme$ flat areas pose particular difficulties to the hydrologist, including estimates

of infiltration, runoff volgme, and,peak runoff rates. Flooding in these areas tends !o

be shallow and widespread. Flow velocities are low, and water stands on the surface

for relative)y long periods of time. These areas are often distinguished by networks of

straight drainage ihannels that have been constructed to store and eventually dis-

charge the excess rain.
The Scs developed a procedure3s to calculate the'instantaneous peak flow

flatland areas based on first calculating the capacity of canals that would be

to limit flat-xeaflooding for the design storm to a duration that would prevent

crop damage, and then to apply a multiplier to this rate to obtain the instant

(1s.e)

peak for the design of drainage structures. The procedure is illustrateil in Fig. 1 5 . 1 8.
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.--Duratio4 of Overbank Flow-->l

Instantaneous Peak

Drainage Ditch CaPacitY

Based on "Removal" Rate

Iime

Figure 15.18 Illustration of relation befween Cyplys Creek "removal" rate and peak in-

stJntaneous flow. (After Soil Conservation Service'35)

Q :  C A 5 / 6

where Q : reqrrired channel capacity fot 24-ht removal (cfs)

C : drainage coefflcient
A: drainage area Gq mi)

The selected duration was} hours, considered to be the maximum allowable time for

inundation of crops. An equation, called the Cyprus Creekformula, was developed to

determine the canal design flow rate, called the 24-hr removal rate. The equation,

based on rainfall depth,-contributing drainage area, and the SCS composite curve

number is

o

o

The drainage coefficient, C,fot Eq. 15.10 is found from an

Stephens and Mi1ls36

C : 16.39 + (14.75 Q,",)

(1s.10)

equation develoPed bY

( 1 5 . 1  1 )

where

Q"", : the scS direct runoff (in.) for the 24-hr design event from Fig' 4'I4'

Once Eq. 15.10 is solved for the given frequency, the instantaneous peak flow rate is

obtained from Fig. 15.19. The procedure is limited to drainage areas from 1 to about

200 square miles. It is suggested that ratios of the peak instantaneous rate to the 24-hr

canal iemov al rateUe tirniLO b values greater than or equal to 1.0. For flatland areas

that have part of the area in storm ,"wJts, the SCS recornmends that the peak flows

fromFig. ts.tqu.increasedbytheamountsindicatedinFig. 15.20.TheSCSfurther

recomniends restricting ur" of thit procedure to watersheds that have slopes that are

less than 0.002. For stJeper slope watersheds, other methods such as TR-20, TR-55'

TP l4g, or regression equations are recommended'
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Percentage of Area Served by Storm Sewers

Figure 15.20 Effect of urban storm sewers on peak discharge for urban areas.
(After U.S. Geological Survey.aT)

Use the Cypro, Creek method to determine the peak 50-yr flow rate fron a 1.0 sq mi
drainage area that has a CN : 80, is 50 percent storm sewered, and has a50-yr,24-hr
rainfall depth of 12.0 inches.

Solution. From Fig. 4.I4, the direct runoff for 12 inches of rain is 9.45 in. The
drainage coefficient, C, is found from Eq. 15.11,

d

s 4 0
o

!l

o
9 ^ ^i  4 r l

EXAMPLE 15.5

0

C : 16.39 + (14.75X9.45) : 155.t
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The 24-hr removal rate is found from Eq. 15.10'

0 : 155'8(1 '0)5/6 : 155'8 cfs

From Fig. 15.19 the ratio of instantaneous rate to removal rate is 2.0, giving a

design flow rate of 311.6 cfs if no storm sewers existed. From Fig. 15.20, it is

found that the unsewered area discharge should be increased by 35 percent for

a watershed with 50 percent storm sewers. The final design flow is 1.35 x

31'1.6 : 420.7 cfs. rr

U.S. Geological Survey Regression Equations
for Urban Areas

The U.S. Geological Survey, in cooperation with the Federal Highway Administra-

tion, conducted a nationwide study of flood magnitude and frequency in urban water-

sheds.37 The investigation involved26g gaugedbasins at 56 cities in 31 states, includ-

ing Hawaii. The locations are shown in Fig. 15.21. Basin sizes ranged from 0.2 to

100 mi2.
Multiple linear regression (see,Chapter 27) of a variety of independent parame-

ters was conducted to develop peak flow equations that could be applied to small,

ungauged urban watersheds throughout the United States. Similar USGS regression

. equations for large rural basins are described in Chaptet 27 '
The simplest form of the developed regression equations involves the three most

significant variables identified. These were contributing area A (mi2), ba-sin^develop-

ment factor BDF (dimensionless), and the corresponding peak flow RQ, (cfs) for the lth

frequency from an identical rural basin in the same region as the urban watershed. The

latter vaiiable accounts for regional variations, and estimates can be developed from

any of the applicable USGS flood frequency reports (see Section 27.4). The three-

parameter equations for the 2-,5-,IO-,25-,50-, 100-, and 500-year flows are given

as37

ez: l3.2Ao.zt(13 - BDFl-o.azpnotz

es : 10.6Ao.rz(13 - BDF)-o.3eReo18

Qto : 9.5rAo t0(13 - BDnl-otuRQ?dn

Qt5 : 8.68Ao ts(13 - BDF)-o'z+P9o'to

Qso : 8.o4Ao ts(13 - BDFl-o'zzR03o"

Qno: 7.70Ao ts(13 - BOrT-ot'RQ?r!&

Qsoo : 7.47 A0'16(13 - BDF)-'*RQ1i&

These were developed from data at 199 of the 269 original sites. The other sites were

deleted because of the presence.of detention storage or missing data. All these equa-

tions have coefficients of determination above 0.90.
Figure 15.22 shows the correspondence of estimated and observed values used

in devedping Eq. 15.15. Forty percent of the values fall within one standard deviation

of the regression line. Graphs for other recurrence intervals are similar to the 1O-year

graph shown in Fig. 15.22.

(Ls.r2)
(1  s .1  3)
(15.14)
(1s.1s)
(1s.16)
(15 .17 )
(1  s .1  8 )
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PROBLEMS 353

rainfall duration?
The 4-hr unit hydrograph for a 5600-acre watershed is

Time (hr)

0 (cf9
4 6

1000 800
t2
0

8
400

n 1

0 400
10

200

Rework Example 15.2 based on a C : 0.2 and C : 0'4' Compare and discuss the

effect of C on the discharge at the outfall'

AwatershedhasareaA.Startingwithatriangular.shapedunithydrographwithabase
lengthof 2.67t, and a height of [0, derive Eq. 15'9 (see also Eq' t2'25)' Qo : 484A/to'

State and carr units of each term used in the derivation'

UsingtheSCSdimensionlessunithydrographdescribedinChapter12,determinethe
peaidischarge for a net storm of 101n. in 2 hr on a 400-acre basin with a time to peak
^of 

+ nt and i lag time of 3 hr. Compare with Eq' 12'17'

A 10.00-mi2 watershed with a 100-min time of concentration receives rainfall at a

rate of 2.75 in.lhr for a period of 200 min'

a. Determine the peak d-ischarge (cfs) from the watershed 1f C : 0'4'

b. Estimate the discharge rate lcfs) 150 min after the beginning of rainfall.

c. Estimate the dischar"ge rate from the watershed 40 min after the beginning of

rainfall.

F

E * n

{
*  F 6 0

F

9 4 0

o
o

E ) io - "
s?
o

o 2 0

/

-= -Time{min)-after-be€ianing-of rainfall

100
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A storm gutter receives drainage from both sides. On the left it drains a rectangular
600-acre area of t" : 60 min. On the right it drains a relatively steep 300-acre area
of t" : 10 min. The f index on both sides is 0.5 in.ihr. Use the intensity-duration-
frequency curves in Fig. 15.7 to determine the peak discharge (cf$ with a25-year
recurrence interval for (a) the 600-acre area alone, (b) the 300-acre area alone, and
(c) the combined area assuming that the proportion of the 600-acre area contributing
to runoff at any time r after rain begins is l/60.

A drainage basin has a time of concentration of 8 hr and produces a peak Q of
4032 cfs for a 10-hr storm with a net intensity of 2 in./hr. Determine the peak flow
rate and the time base (duration) of the direct surface runoff for a net rain of 4 in./hr
lasting (a) 12 hr, (b) 8 hr, and (c) 4 hr. State any assumptions used.

A 1.0-mi2 parking lot has a runoff coefficient of 0.8 and a time of concentration of
40 min. For the following three rainstorms, determine the'peak discharge (cf$ by the
rational method: (a) 4.0 in./hr for 10 min, (b) 1.0 in./hr for 40 min, and (c) 0.5 in./hr
for 60 min. State any assumption regarding area contributing after various rainfall
durations.

The concentration time varies with discharge but is relatively constant for large
discharges. From this statement, why do engineers feel confident in using the rational
formula?

Determine the 50-year flood for a20-mi2 basin at the northwest corner of Nebraska.
Use the index-flood method and assume that Fig. 26.4 appbes.

Determine the entire frequency curve for the basin in Problem 15.17 and plot it on
probability paper.

Use the index-flood method to determine the 10- and 50-year peaks for a 6400-acre
drainage basin near Lincoln, Nebraska. Assume that Fig. 26.4 applies.

For the drainage basin in Problem 15,19 determine the probability that the 20-year
peak will be equaled or exceeded at least once (a) next year and (b) in a 4-yr. period.
Refer to Section 26.1.

For a 100-mi2 drainage basin near Lincoln, Nebraska, use the index-flood method to
determine the probability that next year's flood will equal or exceed 3000 cfs.

Use Fig. 26.4 to determine the return period (years) of the mean annual flood for that
region. How does this compare with the theoretical value for a Gumbel distribution?
How does it compare with a normal distribution? Refer to Section 26.6.
Use the Cyprus Creek method to determine the 25-yr peak discharge for the watershed
described in Example 15.3. Assume that the watershed is nearly flat.

You are asked to determine the magnitude of the S0-year flood for a small, rural
drainage basin (near your town) that has no streamflow records. State the names of at
least two techniques that would provide estimates of the desired value.

The drainage areas, channel lengths, and relevant elevations (underlined) for several
subbasins of the Oak Creek Watershed at Lincoln, Nebraska, are shown in Fig. 24.8.
The watershed has a SCS curve number of CN : 75 which may be used to determine
the direct runoff for any storm. Assume that IDF curves in Fig. 27 .13 apply at Lincoln.
Treat the entire watershed as a single basin and determine the 50-year flood magnitude
at Point 8 using:
a. The rational method.
b. The SCS peak flow graph, Fig. 15.8.
c. Snyder's method of synthetic unit hydrographs, Eq. 15.5.
d. The USGS index-flood method. Figure 26.4 applies.
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Repeat Problem 15.25 with Subarea I excluded. compare the results with Prob-

lem 15.25 and comment on the effectiveness at Point 8 for the 5O-year event of the

Branched Oak Reservoir at Point 9. (This reservoir will easily store the 100-year flood

from Area I.)

Repeat Problem 15.25 for Subarea A'

Repeat Problem 15.25 for Subarea I'

Describe completely how the magnitude of the 30-year flood for a watershed is deter-

mined by the USGS index-flood method.

A rural watershed with a composite cN of 70 is being urbanized. Eventually'

36 percent of the area will be impervious. Determine the increase in runoff that can

be expected for a 6.2-in. rain.

Using the peak flow for the SCS dimensionless unit hydrograph in Ch. l2,_determine

the piak discharge for a net storm of 10 in. in Zhr on a 400-acte basin with a time to

peak of 4 hr and a lag time of 3 hr.

A timber railroad bridge in Nebraska at Milepost 27I.32 ontherailroad system shown

in the sketch is to be replaced with a new concrete structure. The 50- and 100-year

flood magnitudes are needed to establish the low chord and embankment elevations,

respectively. Determine the design flow rates using the scs TP-149 method. The

bridge drains the zone marked, about 45 acres. The moderately sloped basin lies in a

rype-n storm region, the curve number is 70, and the 24-hr 50- and 100-year rainfall

depths are 8.6" and g.4" respectively'

15.33. Repeat problem 15.32 using the FHWA HEC-19 peak flow SCS design method. The

time of concentration is 0.2 hrs. Values of 1o can be determined from the relationships

, in Fis. 414. Provide the answers in both metric and English units.
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Chapter 16

Hydrologic Design

Prologue
The PurPose of this chaPter is to:

. Introduce the hydrologist to procedures used in the United States for designing

structures for safe and effective passage of flood flows'
r , Give sufficient information for the designer to select the applicable criteria for

designing hYdrauhc structures'
, provide a discussion of design storm hyetographs and provide methods for

selecting the duration, depth, and distribution of plecipitation for design.

. DemonJtrate how design iloods can be developed without using precipitation

data'
' Discuss particular design methods including airport drainage' urban storm

sewer deiign, and flood control reservoir design'
. Describe the U.S. Federal Emergency Management Agency (FEMA) flood

plain management system and piesent the hydrologic fundamentals of flood

Plain analYsis.

Readers are encouraged to review the material in Chapters 26 and27 piotto studying

design procedures presented in this
Predicting Peak discharge rater

for use in designing minor and ma

aspects of engineering hydrology' I

small crodsroad culverts, levees, dt

akPort drainage structures to the
lumped together' with major structr
design information. GenerallY, a h

discharge for a design frequencY, a

discharge hYdrograPh for a design
rates, low-flow frequencY analysis,
are often conducted as part of a design proiect'
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Mostdesignsinvolvinghydrologicanalysesuseadesignf loodthatsimulates
some severe futirre event orlmitates ime historical event. If streamflow records are

unavailable, design flood hydrographs are synthesized from available storm records

using the rainfall--runoff procedures of Chapters2, 12, and 15. Only in rare cases are

streamflow records adequate for complex designs, particularly in small watersheds'

Regional analyses and the empiric-coirelative methods discussed in Chapter 15 are

useful for determining peak flow rates at ungauged sites' Methods presented in chap-

ter 12 andin this chapter are used for developing entire hydrographs necessary for

manY engineering designs.
uyirologic;ethJds for designing minor and major structures are described in

this chapter. included are discussions;f data needs, frequency levels, rnethods for

synthesizing design storms, and hazard assessments for floodplains and dams'

16.1 HYDROLOGIC DESIGN PROCEDURES

1. Determine the duration of the critical storm, usually equated to the time

concentration of the watershed.
Choose the design frequencY.
Obtain the storri Oeptlt Uasea on the selected frequency and duration'

Qompute the net direct runoff (several methods were presented in

ter 4).
5. Select the time distribution of the rainfall excess'

6.Synthesizetheunithydrographforthewatershed(seeChapter l2).
T.Applythederivedrainfall_excesspatterntothesyntheticunithydrograph

get the runoff hYdrograPh.
8. Establish the frequen-cyif tn" calculated flood (usually assumed equal to t

design storm frequencY).

Procedures for estimating design flood flows (interest can be in either the peak flow

rate or the entire hydrogiaph)include methods that examine historical or projected

flood flows to arrive at i sultaute estimate (flow-based methods), and methods that

evaluate the storms that produce floods, and then convert the storms to flood flow rates

(precipitation-basedmethods). In each case, the analysis can be based on selecting a

i"rign rr"qo"ncy and determining the ass,ociated flood (callfrequency-based meth'

ods), developing designs for a ringe of flood frequencies and_ narrowing the final

choice on the basis of long-term c6sts and benefits (called risk-based methods)' or

designingonthebasisofanest imateoftheprobablemaximumstormormanmum
RooA tnit could occur at the site (called critical-event methods).

Minor Structure Design Minor structure design is largely based on frequency-

based or sometimes risk]based methods. Several steps in the hydrologic approach to

minor structtJre design are comrnon to most design handbooks and adopted tech-

niques. The general steps (each is illustrated subsequently) are:

t

3.
4.
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Major Structure Design Hydrologic design aspects of maior structures are consid-
erably more complex than those of a small dam, crossroad culvert, or urban drainage
system. A design storm hydrograph for a'large dam still is required but it is put to
greater use. The design storm hydrograph is routed to determine the adequacy of
spillways and outlets operated in conjunction with reservoir storage. The economic
selection ofthe spillway size from the various possibilities dictates the final design and
is a function of the degree of protection provided for downstream life and property,
project economy, agency policy and construction standards, and reservoir operational
requirements. Major structure design is largely based on critical event methods pre-
sented in Section 16.5.

Water Resource System Design Most information and techniques presented in
this chapter are directed toward the flood protection aspect of small and large struc-
tures. Needless to say, a major structure is designed for more than just flood protec-

tion; it is multipurpose and may provide storage for irrigation, power, water supply,
navigation, and low-flow augmentation. The proper allocation of storage to these uses
requires an understanding of the entire streamflow history in terms of the frequency
of occurrence of low flows and average monthly, seasonal, and yearly flows, as well
as the historical and design floods. Material is presented in Part Five to provide a
hydrologist with the tools to develop complete streamflow histories for a complex
multipurpose system involving various combinations of minor and major structures,
water development projects, and management practlces.

Flow-Based Methods

For design locations where records of stream flows are available, or where flows from

another basin can be transposed to the design location, a design flood magnitude can
be estimated directly from the stream flows by any of the following methods:

' 1. Frequency analysis of flood flows at the design location or from a similar
basin in the region.

2. Use of regional flood frequency equations, normally developed from regres-
sion analysis (see Chapter 26) of gauged flood data.

3. Examination of the stream and floodplain for signs of highest historical
floods and estimation of the flow rates using measurements of the cross-
section and slope of the stream.

Precipitation-Based Methods

Where stream-gauging records are unavailable or inadequate for streamflow.estima-
tion, design floods can be estimated by evaluating the precipitation that would pro-

duce the flood, and then converting the frecipitation into runoffby any ofthe rainfall-
runoff methods described in Chapters 10-15 or 2l-27. Typical methods include:

1. Design using the greatest storm of record at the site, by converting the
precipitation to runoff.

2. Transposition of a severe historical storm from another similar watershed in
the region.
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3. Frequency analysis of precipitation and conversion of design storm to
runoff.

4. Use of a theoretical probable maximum precipitation (PMP), or fraction of
PMP, based on meteorological analyses.

Because the flood flow rate is desired in all cases, the flow-based methods are
preferred over conversion of precipitation to runoff. Due to the relatively longer
period of time and greater number of locations at which precipitation amounts have
been recorded, precipitation-based methods are used in the majority of designs,
especially with small and very large basins. Flow-based methods are typically used
in the midrange of basin sizes.

Frequency-Based Methods

Regardless of whether flow or precipitation data are used, designs most often proceed
by selecting a minimum acceptable recurrence interval and using procedures from
Chapter 27 to determine the corresponding worst condition storm or flood that could
be equalled or exceeded during the selected recurrence interval. Criteria for selecting
design recurrence intervals are summarized in Section 16.3. Results from frequency
analysis of flood flow data normally provide reliable estimates of 2-, 5-, 10-, and
25-year flows. Extrapolation beyond the range of the period of flow records is allowed,
but is less reliable.

Risk-Based Methods

Recent trends in design of minor (and major) structures are toward the use of eco-
nomic risk analyses rather than frequgncy-based designs. The risk method selects the
structure size as that which minimizes total expected costs. Tfrese are made up of the
structure costs plus the potential flood losses associated with the particular structure.
The procedure is illustrated in Fig. 16.1. The total expected cost curve is the sum of

S^in Structure size, S

Figure 16.1 Principles of economicriskanalysis forstructure
size selection. (U.S. Federal Highway Administration,
Hydraulic Engineering Circular No. 17).

q

o
b0

q

Optimal structure size, S*
(least total expected cost)
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the other two curves. Risk costs (flood damages, structure damages, road and bridge
losses, traffic interruptions) and structure costs are estimated for each of several sizes.
The optimal size is that with the smallest sum. Structures selected by risk analysis are
normally constrained to sizes equal to or larger than those resulting from traditional
frequency-based methods.

Critical Event Methods

Because of the high risk to lives or property below major structures, their design
generally includes provisions for a flood caused by a combination of the most severe
meteorologic and hydrologic conditions that are possible. Instead of designing for
some frequency or least expected total cost, flood handling facilities for the structures
are sized to safely store or pass the most critical storm or flood possible. Methods for
designing by critical event techniques include:

Estimating the probable maximum precipitation (PMP) and determining
the associated flood flow rates and volumes by transforming the precipita-
tion to runoff.
Determining the probable maximum flood (PMF) by determining the PMP
and converting it to a flood by application of a rainfall-runoff model, includ-
ing snowmelt runoff if pertinent.
Examining the flood plain and stream to identify palaeo-flood evidences
such as high-water marks, boulder marks on trees or banks, debris
lines, historical accounts by local residents, or geologic or geomorphologic
evidences.
In some cases, the critical event method involves estimating the magnitude
of the 500-yr event by various frequency or approximate methods. Often,
such as in mapping floodplains, the 500-yr flood is estimated as a multiple
of the 100-yr event, ranging from 1.5 to 2.5. Due to lack of longer-term
records, frequency-based estimates are seldom attempted for recurrence
intervals exceeding 500 years.

16.2 DATA FOR HYDROLOGIC DESIGN

The design of any structure requires a certain amount of data, even if only a field
estimate of the drainage area and a description of terrain type and cover. The following
material identifles some general data types and sources.

Physiographic Data

The hydrologic study for any structure requires a reliable topographic map. United
States Geological Survey topographic maps usually are available. The mapping of the
United States is almost complete with 15-minute quadrangles, and many of these
areas are mapped by 7.5-minute quadrangles. County maps and aerial photos can also
be used to advantage in making preliminary studies of the watershed.

)

3.

4.
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Based on an area map, a careful investigation of the watershed's drainage

behavior must be made. Additional information can be obtained from USGS maps

that depict predominant rock formations. Soil types and the inflltration and erosive

characteristics of soils can be secured from U.S. Soil Conservation districts or univer-

sity extension divisions.
The drainage areas contributing to large dams require stricter analysis of an

area,s hydrotogyitran is necessary in designing minor structures. The possibility of a

uniformly intense rainfall over the entire basin is an unrealistic assumption for large

watersheds. The influence of temporal and spatial variations of the rainfall should thus

be considered. For major dams, the estimated "worst possible" rainfall values are

generally converted to a design discharge hydrograph, which is then used in reservoir

routing calculations to propoition reservoii and spillway size, surcharge storage, and

, any additional outlets needed to maintain power requirements or sustained down-

stream flow for navigation, irrigation, or water supply. The basic concern in hydrologic

design of a large Aam is to protect downstream interests using a realistic estimate for

the design storm hYdrograPh.
Topographic'rnuf o"tuit necessarily shifts with the type and purpose .of the

structure being design"a. pi"ta reconnaisiance always increases the understanding of

an area,s hydrology*no matter how insignificant the structule might be.

Hydrologic Data

one difficulty in hydrologic design is that of getting adequate data for the region under

study. ConsiOerabie data can be-acquired from pr-eviously published-reports issued by

governmental agencies and/or universities. The following is a list of federal agencies

that Publish hYdrologic data:

' 
egricultural Research Service

Soil Conservation Service

Forest Service

U.S. ArmY CorPs of Engineers

National Oceanic and Atmospheric Administration

Bureau of Reclamation

DePartment of TransPortation

U.S. Geological Survey' Topographic Division

U.S. Geological.Survey, Water Resources Division

Additional dlta often can be procured from departments of state governments, inter-

state commissions, and regional and local agencies'

Meteorologic Data

The National Weather Service, couched in the National Oceanic and Atmospheric

Administration, is the primary source of meteorologic data published in a variety

of forms, including their Hyirometeorologic Report (HMR) series. Figure 16.2

showstheapplicablereportsforvariousgeographicandtopographicregionsofthe
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Figure16.2HydrometeorologicalreportseriescoverageofconterminousUnitedStates.
(U.S. Bureau of Reclamation')

United States.l Numerous other federal state, and local agencies collect and analyze

precipitation information-"tp""iuriv-tr'rore who design, inspect, or regulate large

"*"8l;.H[1;:1;ce 
for estimating design stormhyetographs require:.5::S:1g:,:f

ttre meteoroioii" .huru"t"ristics of Jtot-t in the region, maximum amount or precrp-

itable moisture in the atmospheJo ;;r;r of precipitation, frequencies of total storm

depths f*;;;i"", durationsbf U;t, and influence. of snowmelt for storms over the

region. tn ,o1n" areas such ", f;;;iii'*gion, of major mountain chains, topography

has a very distinct impact on precipitation'

16.3 HYDROLOGIC DESIGN-FREQUENCY CRITERIA

S e l e c t i o n o f f r e q u e i s m o s t o f t e n b a s e d o n p o t e n t i a l
d a m a g e t o p r o p e r r : l o s s e s s u c h a s i n t e r r u p t i o n o f
commefce' A stanc
the worst conditio
involved, a greal a

A11 projects involve some risks to property an

human tife li absent' the design can proceed thror.t

quency level and design of the least cost structure tn

alternativetoleastStructurecost,economicriskana]
the final design frequency is optimized rather than

would accommodate storms for several trequencret

least total expected cost is u*"J. itr"r" costs include not only the actual constfuction

costs but also the flood dama!;;irk una "o** du9 to interruption of services and

commerce. Either annual or p"resent worth economic analyses can be used'
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Minor Structures

The design frequencies shown in Table 16.1 are typical of levels generally encoun-
tered in minor structure design. An example of variations that do occur is the design
frequency of a culvert, which under cases of excessive backwater could effectively halt
trafflc.

The Soil Conservation Service recommends the use of a2l-year frequency for
minor urban drainage design if there is no potential loss of life or risk of extensive
damage such as first-floor elevations of homes. A 100-year frequency is commonly
recommended when extensive property damage may occur.t

TABLE 16.1 MINOR STRUCTURE DESIGN FREQUENCIES

Type of minor structure Return period, 4 Frequency = 1/7,

Highway crossroad drainage"
0-400 ADT'�
400-1700 ADT
1700-5000 ADT
5000- ADT

Airfields
Railroads
Storm drainage
Levees
Drainage ditches

10 yr
10-25 yr

25 yr
50 yr
5 y r

25-50 yr
2-10 yr
2-50 yr
5-50 yr

0 .10
0.10-0.04

0.04
o.o2
0.20

0.04-0.02
0.50-0.10
0.50-0.02
0.20-0.02

Large

'ADT : average daily traffic. (After Ref. 3).

Dams

Dams require hydrologic analysis during the design of the original structure and during
periodic safety evaluations. Significant economic and human losses are possible when
large quantities of water are rapidly released from storage.

Initial heights of retarded water behind the dam, disregarding the total volume
of stored water, can produce destructive flood waves for a considerable distance
downstream. Based on two criteria, the Task Force on Spillway Design Floods recom-
merided the classification of large dams as li,sted in Table 16.2. The type of construc-
tion has not been included in this grouping, although it affects the extent of failure
resulting from overtopping.

Many of the federal agencies have adopted definitions for hydraulic elements of
dams. The following list is used by the Soil Conservation Service:

A spillwuy is an open or closed channel, or both, used to convey excess
water from a reservoir. It may contain gates, either manually or automat-
ically controlled, to regulate the discharge of excess water'

The principal spillway is the ungated spillway designed to convey the water
from the retarding pool at release rates established for the structure.

The emergency spillway of a dam is the spillway designed to convey water
in excess of that impounded for flood control or other beneficial purposes.
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TABLE 16,2 DESIGN CRITERIA FOR I-ARGE DAMS

lmpoundment danger
Potential

Failure damage Potential'

Category
(1 )

Storage
(acre-ft)o

(2)
Loss of life

(4)
Damage

(5)

Height
(ft)
(3)

Spillway design flood
(6)

Major; failure cannot
be tolerated

lntermediate

>50,000 Considerable Excessive or as
matter of

PolicY

Probable maximum;
most severe flood
considered
reasonably possible
on the basin

Standard project;
based on most severe
storm or
meteorological
conditions considered
reasonably character-
istic of the sPecific
reglon

Frequency basis;
50-1O0-year
recurrence interval

1000-50.000 40-100

<1000 <50 None

Possible but
small

Within financial
capability of
owner

Of same magni-
tude as cost
of the dam

oBased on consideration of height of dam above tailwater, stoarags volume, and length of damage reach, present and future potential

population, and economic development of floodplain'
tstorage at design spillway pool level.

Sozrce: After SnYder.3

The retarding pool is the reservoir space allotted to the temporary rm-

poundment oi floodwater. Its upper limit is the elevation of the crest of the

emergency spillway.

Retarding storage is the volume in the retarding pool'

The sediment pool is the reservoir space allotted to the accumulation of

incoming sediment during the life of the structure'

Sediment storage is the volume allocated to total sediment accumulation'

sediment pool elevation is the elevation of the surface of the anticipated

sediment accumulation at the dam.

Anearthspitlwuyisanunvegetatedopenchannelspillwayinearthmate-
rials.

Avegetatedspillwayisavegetatedopenchannelspillwayconstructedof
earth materials.

A ramp spillway is a vegetated spillway constructed on the downstream

face of an earth dam.

The control section in an open channel spillway is that section where

accelerated flow passes through critical depth'

The inlet channelof an emergency spillway is the channel upstream from

the control section.
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Surcharge
storage

Flood control
retarding storage

Top of dam

Emergency
spillway

Qo

Figure 16.3 Multipurpose reservoir pool levels and storage zones'

The exit channel of an emergency spillway is that portion of the channel

downstream from the control section which conducts the flow safely to a

point where it may be released without jeopardizing the integrity of the

structure.

The emergency spiltway lrydrograph is that hydrograph used to establish

the minimum design dimensions of the emergency spillway'

The freeboard hydrograph is the hydrograph used to establish the mini-

mum elevation of the toP of the dam.

Several of these features are illustrated in Fig' 16'3'

Small Dams

Small dams customarily are designed using two or more levels of frequency to provide

an emergency spillway and ensure an adequate allowable freeboard. Figure 16.3

shows a iypicit small dam with normal freeboard (NF) and minimal freeboard (MF)-

The freeboard values for earth dams with riprap protection on the upstream slope'

shown in Tablq 16.3, atebased on wave runup caused by storm winds with 100-mph

wind velocities. Minimal freeboard pertains to wind velocities of 50 mph. The fetch

is defined as the perpendicular distance from the structure to the windward shore. If

smooth concrerc;atirer than riprap is used on the upstream face' the freeboard values

shown should be increased 50 percent'"

/ :
Emergency spillway crest J Minimum
x r freeboard

Normal pool level \ v I

Reservoir

Minimum Pool
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TABLE 16.3 USBR RECOMMENDED
NORMAL AND MINIMUM
FREEBOARD VALUES, FT

Fetch (mi)

< 1
I
2.5
5

10

Soarce: After Ref. 4.

The U.S. Soil conservation Service design criteria for principal spillways of

small dams are given in Table 16.4. The SCS Technical Release No. 60 should be

consulted for full interpretation of this table.s Design frequency_requirements are

selected to fit the planned or foreseeable use of the structures. The SCS classifles

structures into three grouPs:u

Class a. Structures located in rural or agricultural areas where failure

mightdamagefarmbuildings,agriculturalland,ortownshiporcountry
roads.

ctass b. Structures located in predominantly rural or agricultural areas

where failure might damage iiolated homes, main highways.or minor (

railroads, o, "urrr]" interruption of use or service of relatively important

public utilities.

Class c. Structures located where failure might cause loss of life, serious

damage of homes, industrial and commercial buildings, important public

utilities, main highways, or railroads,

The physical size of a small dam can range to over 100^ ft in height but generally

is restricted to structures retarding less than 25,000 acre-ft of storage at the emer-

gency spillway crest. Small dams generally receive.special attention if they are

ion.i.o"i"d in populated areas where dam failure could cause the loss of life' Many

flood deaths have been caused by dam or levee failure. When this possibility exists, the

design storm for small dams is lstablished by use of the probable maximum precipi-

tatio'n, PMP. The PMP is generally defined as the reasonable maximization of the

meteorological factors thaioperate to produce a maximum storm. Other definitions

have been proPosed,T including:

1. The p1itp is the rnaximum amount and duration of precipitation that can be

expected to occur on a drainage basin'
2. ThePMP is the flood that may be expected from the most severe combina-

tion of critical meteorologic and hydrologic conditions that are reasonably

possible in the region. T'he pMp Las a low, but unknown, probability of

occurrence. It is n-either the maximum observed depth at the design location

or region nor a value that is completely immune to exceedance'

4

6
8

10

3
+

5
o

7
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TABLE 16,4 SCS DESIGN CRITERIA FOR PRINCIPAL SPILLWAYS
OF SMALL DAMS

Class
of dam

Purpose
of dam V"HI Earth Vegetated

Existing
or planned

upstream dams

Precioitation data for maximum
frequency2 of use of

emergency spillway type:

(a) 5lngle-

irrigation
only

Less than
30,000

Greater than
30,000

0.sDrJ

0.75DL

O.5DL

0.75DL

None

None

SingIe
or multiples

Less than
30,000

Greater than
30,000

All

D! 5 0

0.5(Pso + Ploo)

D
r 100

D 6r 2 5

0.5(Prs + Pso)
Dr 5 0

None

None

Anyt

(b) Single or
multiple

None or
any !  1 0 0All

(c) Single or
multiple

None or
any ProoAll

I Product of reservoir storage volume V, (acre-feet) times effective height of dam 11, (feet).
2Precipitation depths for indicated return periods (years).
3Applies to irrigation dams on ephemeral streams in areas where mean annual rainfall is less than 25 in.
aDL = design life (years).
5 Class (a) dams involving industrial or municipal water are to use minimum criteria equivalent to that of Class (b).
6 In the case of a ramp spillway, the minimum criteria should be increased from Prr to Pt66.
? Applies when the failure of the upstream dam may endanger the lower dam.

Soarce.' Soil Conservation Servtce.

Estimates of PMP are based on an investigation by the U.S. Weather Bureau
conducted to establish the maximum possible amount of precipitable water that could
be achieved throughout the United States.s'e Figure 16.4 provides estimates of precip-
itable water over watersheds between sea level and 8,000 ft. Figure 16.5 extends the
estimates above 8,000 ft.1 Point values of PMP for the same locale may vary with
duration of storm causing the precipitation. Figure 16.6 provides PMP estimates for
6-hr storms. These and similar published charts for other durations are helpful in
selecting the PMP for any region in the United States.

the deiign frequenlies-for principal spillways for small SCS Class ao b, or c
dams are provided in Table 16.5. These are based on 6-hr rainfall depths for ( 1) the
1OO-year frequency (Fig. 16.7) and (2) the PMP (Fig. 16.6). Design storm depths for
all watersheds having a time of concentration less than 6-hr are established in
Table 16.5. For those watersheds with greater time of concentration, adjustments are
made to the 6-hr storm depth to account for the gteater amounts of direct runoff in a
longer period of time. These adjustments are discussed in Section 16.4.
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DEPTHS OF PRECIPITABLE WATER IN A COLUMN OF
AIR OF GIVEN HEIGHT ABOVE 1OOO MILLIBARS

Assuming saturation with a pseudo-adiabatic lapse

mte for the indicated surface temperatures
Adapted ftom the U S W€ther Bueau Hyalrometeorological Repon No 23

. TEMPEMrure

142230343842 46 505254 565860 62 64 66 68 
'10 '�72 

74 
'�76 

78

1 .0  1 .5
ABLE WATER IN INCHES

80 .F

800

a

-.:
=
z
p
h
a
H

d

Extended to 200 mbar
on Figure 16.5

Figure 16.4 Diagram for precipitable water determination from 1,000 to 700
millibars. (U.S. Bureau of Reclamation.)

L
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Figure 16.5 Diagram fbr precipitable water determination from 800 to 200
millibars. From 1281. 103-D-1908. (U.S. Bureau of Reclamation.)

DEPTHS OF PRECIPITABLE WATER IN A COLUMN OF

AIR OF GIVEN HEIGHT ABOVE 1OOO MILLIBARS
Assuming saturation with a pseudo-adiabatic lapse

rate for the indicated surface temDeratwes
Adapted from the U-S. Weather Bureau Hydrometeorolgical Report No 23

200
l 8  26

EMPEMTre

66 70 74

1.5 2.0 2.5 3.0 3.5
PRECIPITABLE WATER IN INCHES
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Maior Structures

16.4 DESIGN STORMS

Duration

Once the design frequency has been established, the next step in a structure design is

the determinaiion of six ,io.- puru-eters: the storm duration, the duration of rainfall

excess, the point depth, any ireal depth adjustment, the storm intensity and time

distribution, and the areal distribution pattern'

The length of storm used by the SCS in designing emergency and freeboard hydro-

graphs ior small dams is of 6-hr duration or /c, whichever is greater' Often, the minor

it*"tu.. being designed cannot be justified economically on the basis of this length

of storm. Foi many minor structures, particularly urban drainage structures, a

design flood hydrogiaph is based on a storm duration equal to the time of concen-

trati-on of the wateisneA. fnis procedure uses the rational method of Chapter 15 or

the synthetic unit hydrographs of Chapter 12 along with a critical storm pattern

produced by arranging the rainfall excess pattern into the most critical sequence.

fn" SCS uies 24-hr durations for all urban watershed studies'

Durations of approxim ately 6hr or less are satisfactory for small watersheds, but

the lengths of stormiln large areas require storm depths for periods of up to 10 days'

Freque-ncy-based values are available for durations of from 2 to I0 days for locations

within the United States.to Similar data are also available for other selected areas

outside the United States. Generally, however, design criteria for large dams require

estimates of storm depths that do not have frequency levels assigned.

Duration of Rainfall Excebs

Initial rainfall during most storms infiltrates or is otherwise abstracted, and the dura-

tion of excess rainTf,is less than the actual rain duration by an amount.equal to the

time that initial abslractions occur. Excess rain duration 7s can be estimated for a

6-hr storm as a function of the curve number CN and precipitation P from
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125" 120"

€i 7t?"d, \
,-o-
t v

Figure 16.6 The 10-mi2 or less PMP for 6-hr duration (in.). (U.S. Weather Bureau,

NOAA.)

Fig. 16.8. This family of curves was developed by the Sclrlt y-h:I" P is the storm

O""pttr una CNis a losi parameter defined 1lhaptgr {. A CNof 100 represents zero

l o s s e s s o t h a t Z g : 6 h r f o r C N : l 0 0 . T a b l e 1 6 . 6 i s u s e d t o f i n d t h e d u r a t i o n o f
excess rain for any storm duration greater than 6 hr. The rainfall ratio is the

absrraction P* losi before runoff (T'iUle 16.7) divided by the total precipitation

amount P. The time ratio from Table 16.6 is multiplied by the rainfall duration to

obtain Ze.
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I 2 3 4 s 6 Figure16.18 A6-hrdesignstormdistri-
Time (hr) bution for SCS dam design. (After Ref. 12.)

country. For more precise information on boundaries in a state having more than one
storrn type, contact the respective SCS State Conservation Engineer.

The greatest peak flows from small basins are usually caused by intense, brief
rains. These can occur as distinct events or as portions of a longer storm. The 24-hr
storm duration is longer than needed to determine peaks from small watersheds but
is appropriate for determining runoff volumes. In light of this, the SCS uses them to
study peak flows, volumes of runoff, and direct iunoff hydrographs from watersheds
normally studied by the agency.

Time distributions for PMP and other storms used in major structure design can
be constructed from Fig. 16.20. This family of curves is used by the U.S. Burlau of
Reclamation6 in three geographical zones shown in Fig. 16.6. The corps of Engineers
uses a distribution curve similar to Fig. 16.18 for 6-hr SpS analyses.

Triangular Distribution The simplest design storm distribution is a triangular
shape. Because the depth, P, and duration, D, of rain are already established, the peak
intensity, l-u,, is 2Pf D, found by solving for the height of the triangular hyetograih as
shown in Fig. r6.2L.The only remaining decision is the time to the peak, 40. The ratio
to/D has been investigated for a large number of storms at locations in California,
Illinois, Massachusetts, New Jersey, and North carolina. values range from about
0.3 to 0.5.17 Once the triangle is constructed, the intensities at regulaiintervals may
be graphically or analytically determined for input to the rainfall-runoff rnodel being
used for design.

Blocked IDF Distributions A frequently used procedure for developing a design
storm distribution for short duration storms (up to about 2 hr) is to successively
construct blocks of a design storm.histogram by using the appropriate intensity-
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Rainfall
distribution
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Figure 16.19 SCS 24-hr rainfall distributions: (a) 24-hr rainfall distributions for zones I'

IA, II, and III and (b) approximate boundaries for scs rainfall distributions' (After Ref' 16')



388 CHAPTER 16 HYDROLOGIC DESIGN

Time (hr)

Figure 16.20 Distribution of 6-hr PMP for any area
west of the 105' meridian. (After Ref. 6.)

Time, hr
Figure 16.21 Triangular design hyetograph.

duration-frequency curve to find the rain intensities for A/, 2 At,3 L,t,etc.,increments
of time and then to organize these "blocks" of rain intensities in some pattern, usually
symmetrical, .around the center of the storm, making sure that the area under
the hyetograph is equal to the design storm depth, P, spread over the design storm
duration, D.

To apply the procedure, successive depths of equal-probability storms with
durations of A,t,2Lt,3A,t,4Lt, etc., are determined from the IDF curve and tabulated.
Next, any of a variety of procedures, such as the alternating block method, the
Chicago method, or the balanced method, are available for distributing these blocks
and assuring that the total rain depth equals P. Most assume that the highest
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intensity occurs in the middle of the storm, the second highest occurs next, and so on,

working out in both directions from the center block. The balanced method, for

exampli, assumes that a Ar-hr storm with intensity ia, from the IDF curve could occur,

with equal probability, during the middle of the D-hr design storm. This intensity is

plotted as the middle block of the design storm hyetograph. Next, the rain depth for

duration 2Lt is obtained from the IDF curve. Its distribution is assumed to be a

two-bar histogram with the first half matching the intensity of the Ar-hr storm; the

second half intensity is calculated by spreading the rest of the rain depth for the 2

Al-hr duration unifoimly over the second Ar interval. The process is repeated for rain

depths for storms with durations of 3A/, 4Lt, . .. , up to D. The goal is to develop a

storm hyetograph such that a storm of any duration, centered at the middle of the

blocked IDF hyetograph, will have a total rain depth matching the rain depth from the

IDF curve for the siven duration.

Areal Distribution
precipitation depths can and do vary from point to point during a storm. Areal

variation in design storm depth is normally disregarded except in major structure

designs. The usual approach in major structure analysis is to select a design (usually

elliptical) or historic (transposed) isohyetal pattem for the PMP or SPS depth and

assign precipitation depths io the isohyets in a fashion that gives the desired average

depih over the basin. The average depth is determined by the isohyetal method

illustrated in ChaPter 2.
Four majorlypes of storm patterns are shown in Fig. 16.22 fot areas up to

400 mir. These were identified by iluff in his analysis of midwestern storm patterns.ll

The letters H andL represent areas with high and low precipitation depths, respec-

tively. The typical isohyetal pattern for SPS storms has been established as generally

elliptical in itrape as shown in nt. 16.23. This pattern is used by the Tennessee Valley

Figure 16.22 Major types of storm pat-

terns: (a) closed elliptical, (b) open ellipti-
cal, (c) multicellular; and (d) banded. (After

Huff.tl)

? b
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t t t l
Scale: miles

Figure 16.23 Generalized pattern storm.

lsohyet Area enclosed (mi2)

B
C
D
E
F
G
H

l 1
45

114
279
546
903

1349
2508
4458

(After Ref.18.)

Authority (TVA)18 for areas up to 3000 mi2. Variations in the rainfall depth found in
a standard project storm will diverge from a maximum at the storm center to a value
considerably less than the average depth at the edges of the watershed boundaries.
This variation can be determined and incorporated in the design storm.

A slightly modified isohyetal pattern for SPS storms is used by the Corps of
Engineersre as shown in Fig. 16.24.The percentages shown for isohyets A, B, . . . , G
are multiplied by the 96-hr SPS depth to give an elliptical pattern with the desired
average depth. Similar maps for 24.,48-, or 72-hr storms can be obtained simply by
modifying the 96-hr percentages of Fig. 16.24.This is accomplished using the depth-
area-duration curves in Fig. I6.24.For example, if a24-hr storm is used, first note that
theA isohyet of Fig. 16.24 encloses an area of 16nrr?. From Fig. 16,25 thecorrespond-
ing SPS percentage for a24-hr storm is 1 16 percent rather than the 140 percent value
used with a 96-hr storm. Therefore the pattern percentages vary with the selected
design storm duration.

An additional aid for constructing design storm distributions over smaller mid-
westernl8 watersheds (up to 400 mi'�) is presented in Table 16.10. The ratio of maxi-
mum point rainfall to mean rainfall over the basin is provided and can be used to
estimate the maximum depth occurring at a storm center if the mean areal depth is
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l r r r r l l l

1 0 5 0 1 0 2 0
: miles

Figure 16.24 Generalized SPS isohyetal pattern for a 96-hr storm' The

pattern may be oriented in any direction and may correspond to the depth-

area relation represented by a 96-hr storm.

lsohyet Area (mi2)

A
B
C
D
E
F
G

(After Ref. 19.)

. known. Ratios for 50-, 100-, and 200-nr2 areas are equal to those in Table 16.10

multiplied by 0.91, 0.94, and 0.97, respectivd. For uniform rainfall the 95 percent

ratios of the table are recornmended. With extreme Variability the 5 percent ratio

applies. The 50 percent ratios approximate average conditions'

16.5 CRTilCAL EVENT ULrnoos

l 6
100
320
800

1800
3700
7100
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\
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40 60 80 100 120 140

Isohyet Percentage of SPS value

Figure 16.25 SPS depth-area-duration curves by 24-hr

storm increments. (After Ref. 19.)

future event, and then design accordingly. These methods include the use of
the probable rnaximum precipitation PMP, probable maximum flood PMF, record
high storm depths, record high floods, multiples of frequency-based floods, and
paleohydrology.

Probable Maximum Precipitation

Probable maximum precipitation depths for drainage basins in the United States are
provided in the respective National Weather Service HMRs2o identified in Fig. 16.2.
The probable maximum storm is deflned as the most severe storm considered reason-
ably possible to occur. The resulting probable maximum flood is customarily obtained
by using unit hydrographs and rainfall estimates of the PMP prepared by the National
rily'eather Service2l (see Figs. 16.6 and 16.26).

500
400
300

200

100

o

o

I

5,000
4,000
3,000

2,000

50
40
30

20

10
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TABLE 16.10 RATIO OF MAXIMUM POINT TO MEAN RAINFALL ON 400 miz

Mean rainfall (in.)
Rainfall period

(hr)

5% Probability level ratios
(Storms with extreme variation in intensity)

5.04.01 . 51 . 0 2.O 2.5

0.5
1
2
3
6

l2
1 8
) 4

48

0.5
I
L

3
6

12
l 8
JA

48

0.5
I

2
J

6
t2
l 8
)4

48

2.66
3.03
3.46
3.77

1.30
1.35
1 .41
1.46
1.52
1.60
1.65
r .69
1.77

1 . 1 6
1.20
1.24
t .28
1 .33
r .39
1.43
1.47
1.53

1 . 1 3
l . l 7
1.20
1.22
1.27
1 .3  I
1.33
1.35
1.40

5.20 3.00
5.50 3.21
5.80 3.38
6.05 3.54

J . t  I

4.01
4 .14
4.27

2.r8 1.70 r .4r
2.29 1.80 1.48
2.44 1.90 1.55
2.53 1.99 1.61
2.69 2.r2 r.72
2.86 2.25 1.83
2.96 2.33 1.90
3.05 2.40 1.96
3.25 2.55 2.08

t .26 1.22
1.30 1.25
r .33 r .28
r .36 1.30
1.43 1.35
1.50 1.40
1.54 1.43
1.57 1.45
1.63 1.50

| . 14  l . l 2
1 . 1 8  1 . 1 6
L z r  1 . 1 9
1.23 t.22
r.28 1.26
1.32 1.30
1.35 1.32
1.38 1.33
r .46 1.38

1 . 1 1  1 . 1 0
1 .15  1 . r4
1 . 1 8  1 . 1 6
r .20 1.18
1.24 1.21
1.28 1.25
1.30 1.27
t .32 1.29
1.36 1.33

2.38
2.75
3.15
3.46

50% Probability level ratios
(Storms with average time dislributions)
2.02 1.5'1 1.32 1.22
2.r5 1.65 L39 r.27
2.29 r.75 1.46 1.32
2.42 1.85 1.52 1.38
2.59 1.98 r .63 r .43
2.78 2.12 r.75 1.50
2.89 2.20 1.81 1.57
3.00 2.28 1.87 1.60
3.r7 2.44 ,1.99 .1.68

95% Probability level ratios
(Storms with uniform intensities)

1 .53  r . 28  1 .18  r . 16
1.72 1,38 1.23 1.20
1.90 1.47 1.28 1.24
2.02 1.53 1.33 1.27
2.24 t.67 r.43 1.31
2.50 1.78 1.50 1.38
2.67 1.89 1.53 r .4 l
2.77 1.92 1.58 r.43
3.07 2.04 r.64 r.47

Sorrce.'After Huff.lr

A proposed method to estimate PMP advocated by Hershfield2l suggests that the
24-hr PMP at a point be computed by the equation

P M P 2 4 : P * K S , (16 .1 )

where PMPZ : the 24-hr probable maximum precipitation
. F : the mean of the 24-hr annual maximums over the period of record

, K: a constant equal to 15
& : the standard deviation of the 24-hr annual maximums

Adjustments to the value of F and S, for the record length are noted by Hershfield.
However, for appraisal purposes these adjustments probably will not significantly
alter results more than 5-10 percent.
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Figure 16.26 Twenty-four-hour 2000-mi2 ptvtp (in.). (1) Alexandria, LA,
June 13-17, 1886. (2) Eautaw, AL, April 15-18, 1900. (3) Elba, AL, March
l1- 16, 1929. (4) Yankeetown, FL, September 3=7 , 1950. (5) Altapass, NC,
July 13-17, 1916. (6) Jefferson, OH, September 10-13, 1878. (AfterRef. 18.)

The U.S. Bureau of Reclamation underwent considerable evaluation of its design
criteria for new dams and for safety evaluation of existing dams, following the Teton,
Idaho, dam failure in 1976. The policy adopted for modification of existing dams is
first to determine whether they will accommodate the peak discharge of the PMF
without overtopping. In addition, the dam and appurtenant features must accommo-
date at least the first 80 percent of the PMF volume without failure. For embankment
dams, failure is assumed to occur if overtopping levels are reached.

Recorded bdremes-Creager, and Crippen and Bue
Envelope Curves

Where frequency-based methods of PMP/PMF studies are unwarranted, design for
critical events can be based on the greatest recorded rain or flood flow for the location.
Similarly, tables or curves of flood data can be developed to give the maximum floods
of record in the region under study; see Creager flood envelope curves inFig. 16.27.

\  , /  \ - - - - - - " . . -
\ zo.t / \ 20.1(3) I
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10.000

1,000

Drainage area (mi2)

Figure 16.27 Creager envelope curves: O peak inflow for Harza Projects; 'recorded

unusual flood discharges. (1) Congo at Inga, Congo. (2) Tigris at Samarra, Iraq. (3)
Caroni at Guri, Venezuela. (4) Tigris at Eski Mosul, Iraq. (5) Jhelum at Mangla, Pakistan.
(6) Diyala at Derbendi Khan, Iraq. (7) Greater Zab at Bekhme, Iraq. (8) Suriname at
Brokopondo, Suriname. (9) Lesser Zab at Doken Dam, Iraq. ( 10) Pearl River, U.S"A. (11)
Cowlitz at Mayfield, U.S.A. (12) Cowlitz at Mossyrock, U.S.A. (13) Karadj, Iran.
(14) Agno at Ambuklao, Philippines. (15) Angat, Philippines. (16). Tachien, Formosa.
(Nole.' Curves taken from Hydroelectric Handbook, by Creager and Justin. New York:
Wiley, 1950.)

In cases where estimates of PMP have not been made. volumes of rainfall to be
expected can also be approximated from Creager rainfall envelope curves of the world
record rainfalls as depicted in Fig. 16.28. Maximum flood flow data for 883 sites up
to 25,900 sq km formed the basis for the Crippen and Bue envelope equation given by

4o 
: lgfc r+ 6rlosA+caGog A)2+ca(log A)31 (16 .2)

where qo is the maximum flow (m3/sec), A is the drainage area (sq km) and the
coefficients are from Table 16-11 using Figure 16.29.

Standard Project Storm

The standard project storm is another rainfall depth that is used in the design of large
dams. This value is usually obtained from a survey of severe storms in the general
vicinity of the drainage basin. The storm selected as the SPS may be oriented to
produce the maximum amount of runoff for the SPF. Alternatively, severe storms
experienced in meteorologically "similar" areas can be transposed over the study
atea.
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Figure16.28Creagercurvesofworld'sgreatestrainfal ls.(AfterRef.18')

TABLE 16,11 COEFFICIENTS FOR CRIPPEN AND BUE PEAK DISCHARGE

ENVELOPE CURVES

F i g . 1 6 . 2 9

Region

Coefficients

Upper limit (sq km) c1

.8049163

.74'72908

.8443r24

.8906783

.796472r

.9123848

.8503960

.9193289

.8054884
1.0386350
.8867450
.8806263

.8519276

.64'727rO

.97 18339

.9699340

.9445212

.7918884

c4c3c2

I
2
3
4
5
6
'7

8
9

10
1 1
12
I J

I4
1 5

16
L I

Nationwide

26000
7800

26000
26000
26000
26000
26000
26000
26000
2600

26000
18100
26000
26000

50
2600

26000
2600

3.203865
3.4'10923
3.330746
3.258400
3.126412
3.500489

3.326333
3.236183
3.503734

3.314692
3.231389
3.596209
3.461373
3.07349'l
3,451746
3.s65536
3.389030
3.743026

-.0394382
-.0551780
-.0642062.
-.0870959
-.0899000
-.1013380
-.0998'74'7
-.0947436
-.0890172

-.059'7463
-.102053s
-.0747598
-.1094456
-.0252243
-.0617496
-.0649503
-.0678131

.0244991

-.002975'�7
-.0000965
-.0021362

.0022803

.0022'744

.00496r4

.0042129

.0029486
,0018961

-.0042542
.0045531
.0000138
.0058948

-.0038285
-.00s7110
-.0034'776
-.002'7647
-.0192899

Source: AfIer Crippen, J. R., and C. D. Bue, ..Maximum Flood flows in The Conterminous United States,'' U.S.G.S
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i:::\

V:

Figure 16.36 Children's artist rendering of urban underground systeT, including storm

driins. From UNDERGROUND, Copyrighl A 1976 by David Macaulay. Reprinted with per-

mission of Houghton Mifflin Co' Al1 rights reserved'

detention in gutters, house drains, catchbasins, and the storm sewer systems, and

interception in extensively landscaped locations'
Two items normally accounted for in urban storm drain design are:

1, Infil,tration. The ability of the soil to infiltrate water depends on many

characteristics of the soil as noted in chapter 3. The range of values given

in the following table is typical of various bare soils after t hr of continuous

rainfall'

rvircnr- | NFILTRATIoN RATEs

Soil group Infiltration (in./hr)

High (sandy, oPen-structured)
Intermediate (loam)
Low (clay, close- structured)

0.50- 1.00
0.10-0.50
0.01-0.10

The influence of grass cover increases these values 3 to 7'5 times'
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2. Retention This is usually assumed to be 0.10 in. for pervious surfaces such

as lawns and normal urban pervious surfaces'

Development of hydrologic parameters for design of storm sewer pipes, street

gurrers, or detention basins is by the rational method (or modified rational rnethod-

iee Chapter 25) when peak flow rates and approximate hydrographs are adequate, or

unit hydrograph and kinematic wave hydrograph synthesis methods when greater

detail is needed. The latter usually involve use of public domain or vendor-developed

stormwater design software. The hydrologic aspects of computerized hydrologic de-

sign tools are deiailed in Chapter 25. In addition to the material presented in this text'

descriptions of uses of the rational method, modified rational method, ILLUDAS'

TR-sj, SWMM, DR3M, and other tools in designing urban storrrt drainage facilities

are addressed in numerous urban drainage design texts and handbooks. Additionally,

many state departments of transportation or city and county engineer's offices have

developed tocatty applicable drainage design manuals. As well, the American Society

of Civil Engineeis has developed a i'model" drainage design manual for local adapta-

tion, available by contacting ASCE in New York. Finally, the discussion of urhan

models in Chaptlr 25 includes a useful "shopper's guide" to urban drainage analysis

and design software.

16.8 FLOODPLAIN ANALYSIS

Due to heavy monetary and other floodplain losses over the years, the federal govern-

ment has been conducting studies of floodplains of the nation's waterways and meth-
. ods of protecting life und prop"tty and pieventing overdevelopment that causes in-

creased water levels and more widespread flooding. Hydrology is a key ingredient in

these studies for identifying potential flow rates, studying effects of dams, open

channels, and.other water control structures on hydrographs and determining volumes

of floodwaters that will need to be safely stored and conveyed by the waterways and

floodplains.

U.S. National Flood lnsurance Program (NFIP)

In 1968, the U.S. Department of Housing and Urban Development (HUD), later

called the Federal Emlrgency Management Agency (FEMA), initiated the NFIP to

identify flood hazard areas and to provide occupants of floodplains with mapping of

the flood-prone areas and access tolorv-cost flood insurance' The NFIP requires local

gou"rn-"nt5, to adopt and implement flood management programs that prevent devel-

opments in excess of national standards'
Since the inception of the National Flood Insurance Program, flood hazatd

areas have been mapped in over 18,000 communities in the United States. The

program cost over $t.O Uittion to complete and has since converted to a maintenance

effort of updating and expanding the maps as developments occur'- Each of these

studies has required eithei approximate or detailed evaluation of peak flow rates for

a range of recurrence intervals. The 100-year discharge, called the base flood, has

been determined in all cases. The portion ofthe floodplain occupied by the base flood
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has been mapped, allowing communities to determine whether a property is in the
100-yr floodplain, and in many cases, what water surface elevation would be experi-
enced at the property during the base flood.

Figure 16.37 illustrates the typical NFIP mapping and floodplain management
procedure. Surveyed valley and channel cross-sections are used in determining the
100-yr flow depth, allowing the hydrologist to delineate the lateral extent of flooding
during the 100-yr flood. Then afloodway width is generally determined as that portion
of the floodplain that is reserved in order to discharge the 100-year flood without
cumulatively increasing the water surface more than 1.0 ft. This procedure is illus-
trated in Fig, 16.38. The floodway is most often centered over the main stream
channel, but can be offset or even split into several zones.

Development within the floodway is allowed only if compensated by relocating
the floodway or mitigating the water surface increase due to the development. The
flood fringe is that portion of the floodplain outside the floodway in which develop-
ment is allowed, up to a point of full encroachment by buildings, roadbeds, berms, and
so forth. As much as seven to ten percent of the total land area of the United States
lies within the 100-year floodplain. The largest areas of floodplain are in the southern
parts of the country, and the most populated floodplains are along the north Atlantic
coast, the Great Lakes region, and in California.

The floodplain mapping effort produced a large amount of data and analyses
useful to design hydrologists. The products of the program include:

1. The 10-, 50-, 100-, and 500-year frequency discharge for streams.
2. The 10-, 50-, 100-, and 500-year flood elevations for riverine, coastal, and

lacustrine floodplains.

Flood Fringe
Floodway

Flood Fringe

i _ ',100_year" Floodplain

I
I

Channel

Figure 16.37 Definition sketch of floodplain delineations.
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Floodway
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Flood Fringe

411

Encroachment

Figure 16.38 Procedure for determining the floodway width'

3.The100-and500-yearmappedfloodplaindel ineat ionsatscalesranging
from 1:4800 to 1:24,000'

4. The 100-year floodway data and mapping'

5. Coastal high hazard irea mapping 1*"u* subject to significant wave haz-

ards).
6. FloodwaY flow velocities'
7. Insurance risk zones'

This information is provided in the form of three products:

| .FloodlnsurancestudyReportsprovidegeneralprogramandcommunity
background information, tauutatea flood dischatge data, tabulated. floodway

datalncluding velocity, floodway width, and surcharge information' tabu-

lated flood insurance'zone dati, and profi'les of the 10-' 50-' 100-' and

500-year flood elevation versus stream distances for riverine flooding'

2. Flood Insurance Rate Maps (FIRM maps) provide delineations of the 100-

and500-yearfloodplains,basefloodelevations'coastalhighhazardareas'
andinsuranceriskzonesonaplanimetr icbaseatascalebetweenl:4800
and 1:24,000.

3.FloodBoundaryHazardMapsprovidedel ineat ionsofthel00-and500-
year floodplains, locations of surveyed floodplain and channel cross sections

usedin hydraulic analyses, and delineations of the 100-year floodway on a

planimetric or topographic base at a scale between 1:4800 and 1:24'000'

HydrologY for FloodPlain Studies

Flood flow frequency estimates for gauged locations in NFIP studies are based on

log-pearson Type III (see chapter 27; analysis of streamflow records. Annual peak

flows and historical data arcfitted according to procedures recommended by FEMA'



412 CHAPTER 16 HYDROLOGIG DESIGN

For ungauged locations, flood flow frequency'estimates are developed through
regional frequency analysis or through rainfall-runoff modeling. Equations published
by the U.S. Geological Survey relate peak dfscharges of various frequencies to various
drainage basin characteristics such as size, slope, elevation, shape, and land use. These
equations are developed using multiple regression techniques (see Chapter 26) at
gauged sites throughout the region.

Rainfall-runoff modeling techniques (Chapter 24) use synthetic rainfall hyeto-
graphs. Storm-event models, such as the Corps HEC-I and SCS TR-20 packages,
employ design storms of particular frequencies and then mathematically simulate the
physical runoff process. The resulting peak discharge is assumed to have the same
frequency as the rainfall.

U.S. Flood Hazards

Despite considerable effort and expenditure in identification of floodplains and flood
hazard areas, dam failures and other catastrophies continue to result in severe damage
to life, property, and the environment. Floods from hurricanes, intense rainstorms,
and rapid snowmelt or structure failure have all contributed to the loss of life. A
tabulation of events causing more than 100 deaths in the United States is provided in
Table 16.15. As indicated, the majority are hurricane related, principally concen-
trated in the east-coast and Gulf of Mexico regions as sfown in Fig. 16.39.

Monetary losses from floods are also large. Table 16.16 shows a number of past
U.S. floods producing over $50 million in flood damages each, given in 1966 dollars.
Collectively, these floods have produced flood dam4ges in billions of dollars, dis-
tributed through the years as shown in Fig. 16.40. I

The Federal Insurance Administration evaluated the floodplain areas in the
communities mapped by FEMA. By using demographic and economic information,
projections of future property at risk of flooding could be made. Results.suggest that
billions of investments in flood damageable property have occurred in floodplains.
Table 16.17 lists the breakdown, by state, of estimated 1990 development value that
will be in harm's way.

Dam Break Hazards

.-"-fabir- 16.18 lists the outflow rates, peak depth, and storage at the time of failure for' 
18 significant dam failures in the United States. The death rate for dam failures is
related to the polpulation at risk (PAR). This term describes those people who would
need to take some action to avoid the rising water.

Figures 16.41 and 16.42 show the losses as functions of PAR for low (less than
1.5 hr) and high (greater than 1.5 hr) advance warning times, respectively. The
high-warning-time losses are significantly less. This strongly supports the incorpora-
tion of early warning and flood delay features in the design of any structure. Data used
in plotting Figs. 16.41 and 16.42 are given in Table 16.19.

Table 16.20 provides a typical time line required for alerting downstream resi-
dents of a severe storm and potential dam failure. The values given are hypothetical,
and apply to an assumed 15-mi reach between the storm center and the populated
atea.
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TABLE 16.15 FLOODS CAUSING 1OO OR MORE DEATHS IN THE

UNITED STATES

Lives lost CauseYear Stream or place

1831 Barataria Isle, LA

1856 Isle Derniere, LA

1874 Connecticut River tributarY

1875 Indianola, TX

1886 Sabine, TX

1889 Johnstown, PA

1893 Vic. Grand Isle,'LA

1899 Puerto Rico

1900 Galveston, TX

1903 Central States

1903 HePPner, OR

1906 Gulf coast

1909 Gulf coast-New Orleans

1913 Miami, Muskingham, and Ohio Rivers

1913 Brazos River, TX

1915 Louisiana and Texas Gulf coast

l9l9 Louisiana and Texas Gulf coast

l92l Upper Arkansas River

1926 Miami and Clewiston, FL

1927 Lower MississiPPi River

1927 Vermont

1928 Puerto Rico

1928 Lake Okeechobee, FL

1928 San Francisco, CA

1932 Puerto Rico

1935 Florida KeYs

1935 RePublican River, KS, NE

1936 Northeastern United States

1937 Ohio River

1938 New England coast

1955 Northeastern United States

195'l West coast, LA

1960 Puerto Rico

1972 Buffalo Creek, WV
' 

1972 RaPid.Creek, SD
t1976 Big Thompson, Co

Hurricane tidal flood

Hurricane tidal flosd

Dam failure

Hurricane tidal flood

Hurricane tidal flood

Dam failure

Hurricane tidal flood

Hurricane tide and waves

Hurricane tidal flood

Rainfall-river floods

Rainfall-river floods

Hurricane tidal flood

Hurricane tidal flood

Rainfall-river floods

Rainfall-river floods

Hurricane tidal flood

Hurricane tidal floo<l

Rainfall-river flood

Hurricane tidal and river flood

Rainfall-river floqd

Rainfall-river flood

Hurricane tide and waves

Hurricane tidal flood

Dam failure

Hurricane tide and waves

Hurricane tidal flood

Rainfall-river flood

Rainfall, snowmelt-river fl oods

Rainfall-river flood

Hurricane tidal and river flood

Hurricane rainfall-river floods

Hurricane tide and river floods

Hurricane rainfall-river floods

Dam disaster

Rainfall

Rainfall

150
320
t43
176
150

2t00
2000
3000
6000+

100+
247
151
700
46'7
177
550
284
t20
350
100+
t20
300

2400
350
,))\

400
110
ro7
137
200
1 1 5
556
r07
t25
245
r39
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Figure 16.39 Number
by state of major hurri-
canes in the United States,
I 899-1989. (Soarce.' Na-
tional Hurricane Center,
National Weather Service,
NOAA.)

Figure 16.40 Average
annual flood damages in
the U.S., 1916-85.
(Source: National
Weather Service, NOAA.)

rg2o 25 30 35 40 45 50 55 60 65 70 75 80 8s

Last Year of five'Year Period
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Damages (1985 $)

Damages/200 million population (1985 $)



TABLE 16.16 FLOODS RESULTING IN DAMAGES EXCEEDING $50 MILLION

IN THE UNITED STATES

Year Stream or place

Damage ($ millions)

Contemporary dollars 1966 Dollars Cause

t844
1 889
1900
1903
1903
1913
t913
1921
1926
t926
1927
1927
1928
1935
r936
t936
1937
1938
1938
t942
1943
1944
1944
1945
1945
1945
1947
t947
1948
1950
195 I
1952
1952
1954
1955
1955
1957
1957
1959
1960
1961
1964
1964
1964
1964
t965
1965
1965
1965
1965

N.A."
. A

25
25
50

150
t28
t3
'7rl

N.A,
50

284
50
36

z z l

150
418
125
100
28

172
63
52
24
54
34
60

178
to2

883
180
198
180
684
271
65

144
lt4
78

300
32s
106
t'73
289
r39
158
19l
61

322

1 ,161
84

100
273
N.A,
5 1 6
349
64

130
] I

178
N,A.
90

185
374
3 t l

996
3'76
294
103
N.A.
r t 7
N.A.
75
98
6 l
88

N.A.
226
57

N.A.
N.A.
N.A.
216
879
405
72

188
r20
86

336
3+Z

r12
183
3lL
144
r62
N.A,
65

338

Upper MississiPPi River
Johnstown, PA
Galveston, TX
Passaic and Delaware Rivers
Missouri River basin
Ohio River basin
Brazos and Colorado Rivers, TX
Arkansas River
Miami and Clewiston, FL
Illinois River
New England
Lower MississiPPi
Puerto Rico
Susquehanna and Delaware Rivers
Northeastern United States
Ohio River basin
Ohio River basin
New England sffeams
California streams
Mid-Atlantic. coastal streams
Central states
South Florida
Missouii River basin
Hudson River basin
South Florida
Ohio River basin
South Florida
Missouri River basin
Columbia River basin
San Joaquin River, CA
Kansas River basin
Missouri River basin
Upper MississiPPi River
New England streams
Northeastern United States
California and Oregon streams
Ohio River basin
Texas rivers
Ohio River basin
South Florida
Texas coast
Florida
Ohio River basin
California streams

Rainfall-river flood
Dam failure
Hurricane tidal floods
Rainfall and dam failure
Rainfall-river flood
Rainfall-river flood
Hurricane rainfall-river floods
Rainfall-river flood
Hurricane tidal and river floods
Rainfall-river floods
Rainfall-river flood
Rainfall-river flood
Hurricane tide and waves
Rainfall-river flood
Rainfall-river flood
Rainfall- snowmelt fl ood
Rainfall-river flood
Hurricane tidal and river floods
Rainfall-river floods
Rainfall-river floods
Rainfall-river floods
Huriicane tidal and river floodb
Rainfall-river floods
Rainfall-river floods
Hurricane tidal and, rivet floods
Rainfall-river floods
Hurricane tidal and river floods
Rainfall-river floods
Rainfall-river floods
Rainfall-river floods
Rainfall-river floods
Snowmelt floods
Rainfall-river floods
Hurricane tidal floods
Huiricane tidal and river floods
Rainfall-river floods
Rainfall-river floods
Rainfall-river floods
Rainfall-river floods
Hurricane tidal and river floods
Hurricane tidal floods
Hurricane tidal and river floods
Rainfall-river floods
Rainfall-river floods
Rainfall-river floods
Hurricane tidal and river floods
Rainfall-snowmelt river flood
Rainfall-river floods
Rainfall-river floods
Hurricane tidal flood

Columbia River -North Pacifi c
South Florida
Upper MississiPPi River
Platte River, CO, NE
Arkansas River, CO, KS
New Orleans and vicinitY

,N.A. : not available.

Source: IJ.S. WaterResources Council, 1968.



TABLE 16.17 ESTIMATED PROPERry VALUE AT RISK FROM FLOODING,
RANKED IN DECREASING ORDER. BASED ON 1990 COSTS

Rank State Property value, X $1000

1
2
3

5
6
7
8
9

l0
t l
12
13
L4
15
16
l7
1 8
1,9
20
2l
22
z3
/ )A

25
26
2'�7
28
29
30
3 l
J Z

33
3+

35
36
3 t

38
39
40
4I
4)

43

44
4f

46
47
48
49
50

California
Florida
Texas
Louisiana
Arizona
New Iersey
New York
Illinois
Massachusetts
Pennsylvania
Virginia
Maryland
Washington
Ohio
Michigan
North Carolina
Wisconsin
Georgia
Connecticut
Missouri
Indiana
Minnesota
Nebraska
Oklahoma
Alabama
South Carolina
Tennessee
Colorado
Oregon
Mississippi
New Mexico
Kansas
Iowa
Rhode Island
Kentucky
North Dakota
Urah
Nevada
Arkansas
Delaware
Maine
West Virginia
New Hampshire
South Dakota
Idaho
Hawaii
Vermont
Wyoming
Montana
Alaska

163,323,1,92
131,548,814
72,376,950
45,402,322
45,094,183
38,945,265
32,005,900
26,880,755
23,8t3,115
1 8,888,390
17,441,420
16,330,448
t6,245,009
t5,273,r47
13,449,078
12,993,067
12,r8r,725
11,832,494
tt,1r7,290
11,654,861
r0,786,741
10,655,t64
10,360,574 t

9,501,778
9,274,903
9,220,305
8,037,425
7,137,757
6,861,790
6,134,073
5,519,278
5,279,t94
5,26r,678
4,312,117
4,r70,637
3,924,872
3,812,936
3,437,813
3,005,rs0
2,954,467
2,416,322
2,098,262
t,991,453
1,430,610
1,39t,498
1,323,90s
1,091,099
1,081,460

881,661
647,81,8

Source: B. R. Mrazik, "status of Floodplain Hazard Evaluation Under the National Flood Insurance Program,"

_ fed9r91 
Emergency Management Agency, Washington, DC, 1986.
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locations it has become more important than overdrafts of groundwater supplies.
Today, the hydrologist must be concerned with both the qualitli and quantity aspecrs
of groundwater. Furthermore, there is emerging an increasing specialization ingroundwater quality modeling. This latter type of modeling is ge;erally beyond the
scope of this text but information on this topic may be founO in'Refs. j-6.

17.2 GROUNDWATER FLOW-GENERAL PROPEFTIES

Understanding the movement of groundwater requires a knowledge of the time and
space dependencies of the flow, the nature of thJporous medium and fluid, and the,boundaries of the flow system.

Groundwater flows are usually three-dimensional. Unfortunately, the solution of
such problems by analytic methods is complex unless the system is symmetric.7,8 In
other cases, space dependency in one ofthe ioordinate direciions .uy 6" so slight that
assumption of two-dimensional flow is satisfactory. Many problems of practical im-
portance fall into this class. Sometimes one-dimensional flow can be assumed, thus
further simplifying the solution.

Fluid properties such as velocity, pressure, temperature, density, and vis6osity
often vary_in time and space. When timi dependency occurs, the issue is termed an
unsteady flow problem and solutions are usually difficult. On the other hand, situa-
tions where- space dependency alone exists are iteady flow problems. Only nomoge-
neous (single-phase) fluids are considered here. For a discussion of muliiple phase
flow, Refs. 5 and g are recommended.

Bou-ndaries to groundwater flow systems may be fixed geologic structures or free
water surfaces that are dependent for their position on the state ol the flow. A hydrol-
ogist must be able to define these boundaries mathematically if the groundwater flow
problems are to be solved.

Porous media through which groundwaters flow may be classified as isotropic,
anisotropic, heterogeneous, homogeneous, or several possible combinations ofthese.
An isotropic medium has uniform properties in all directions from a given point.
Anisotropic media have one or more properties that depend on a given diiection. For
example, permeability of the medium might be greateialong a horizontal plane than
along a vertical.one. Heterogeneoas media have nonuniform-properties of umrotropy
or isotropy, while homogeneous media are uniform in their ihaiacteristics.

17.3 SUBSURFACE DISTRIBUTION OF WATER
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l. Soil water zone. A soil water zone begins at the ground surface and extends
downward through the major root band. Its total depth is variable and

fi ',,nH#,:?'l*?,T#*.Ji'.i,'"1:f, l;"lhr?ff ,:'##l":ff :ffi ::J;
may be encountered in this region: hygroscopic water, which is adsorbed
from the air; capillary water, held by surface tension; and gravitational
water, which is excess soil water draining through the soil'

2. Intermediate zone. This belt extends from the bottom of the soil-watet zone
to the top of the capillary fringe and may ghange from nonexistence to
several hundred feet in thickness. The zone is essentially a connecting link
between a near-ground surface region and the near-water-table region
through which infiltrating fluids must pass.' 

3 . Capiltary zone. Acapillary zone extends from the water table (Fig.I7 '2) to
a height determined by the capillary rise that can be generated in the soil.
The capillary band thickness is a function of soil texture and may fluctuate
not only from region to region but also within a local area.

4. Saturated zone. In the saturated zone, groundwater fills the pore spaces
completely and porosity is therefore a direct measure of storage volume.
Part of this water (speciflc retention) cannot be removed by pumpiryg or
drainage because ofmolecular and surface tension forces. Specific retention
is the ratio of volume of water retained against gravity drainage to gloss
volume of the soil.

Water that can be drained from a soil by gravity is known as the specific yield.

It is expressed as the ratio of the volume of water that can be drained by gravity to the
gross volume of the soil. Values of speciflc yield depend on the soil particle size, shape

and distribution of pores, and degree of compaction of the soil. Average values for

alluvial aquifers range from 10 to 20 percent. Meinzer and others have developed
procedures for determining the specific yield.12

17.4 GEOLOGIC CONSIDERATIONS

The determination of groundwater volumes and flow rates requires a thorough knowl-

edge of the geology of a groundwater basin. In bedrock areas, hydrologic characteris-
tics of the rocks, that is, their location, size, orientation, and ability to store or transmit
water, must be known. In unconsolidated rock areas, basins often contain hundreds to
thousands of feet of semiconsolidated to unconsolidated fill deposits that originated
from the erosion of headwater areas. Such fllls often contain extensive quantities of
stored water. The characteristics of these basin fills must be evaluated.

A knowledge of the distribution and nature of geohydrologic units such as
aquifurs, aquifugis, and aquicludes is essential to proper planning for development or
management of groundwater supplies. In addition, bedrock basin boundaries must be
located and an evaluation made of their leakage characteristics.

An aquifer is a water-bearing stratum or formation that is capable of transmit-
ting water in quantities sufficient to permit development. Aquifers may be considered
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P ^ ^ L...u,ritlge 
arc?

Discharge
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(b)

Figure 17.2 Deflnition sketches of groundwater systems and mechanisms for
recharge and withdrawal: (a) aquifer notationt0 and (b) components ofthe hydrologic
cycle affecting groundwater. I I

as falling into two categories, confined and unconfined, depending on whether a water
table or free surface exists under atmospheric pressure. Storage volume within an
aquifer is changed whenever water is recharged to, or discharged from, an aquifer. In
the case of an unconfined aquifer this may easily be determined as
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where AS : the change in storage volume
S, : the average specific yield of the aquifer

AV : the volume of the aquifer lying between the original water table and the

water table at some later specific time

For saturated, confined aquifers, pressure changes produce only slight

modifications in the storage volume. In this case, the weight of the overburden is

supported partly by hydiostatic pressure and somewhat by solid material in the

uqoif"t. When hydrostatic pressure in a conflned aquifer is reduced by pumping or

other means, theioad on the aquifer increases, causing its compression, with the result

that some water is forced out. Decreasing the hydrostatic pressure also causes a small

expansion, which in turn produces an additional release of water. For confined

aquifers, water yield is expiessed in terms of a storage cofficient S", defined as the

volume of wateian aquifei takes in or releases per unit surface area of aquifer per unit

change in head normal to the surface. Figure 17.2 illtstrates the classifications of

aquifers.
In addition to water-bearing strata exhibiting satisfactory rates ofyield, there are

also non-water-bearing and impermeable strata that may contain large quantities of

water but whose transmission rates are not high enough to permit effective develop-

ment. An aquifuge is a formation impermeable and devoid of water; an aquiclude is

an imPervious stratum.
In the following three chapters, the mechanics of groundwater flow and the

elements of groundwater modeling will be introduced. The techniques presented all

depend on a=knowledge of the physical system to be modeled. Before a numerical

model can be developed, a conciptual framework must be devised. This framework

must take into account the region's topography and geology; the types of aquifers,

their thickness, lateral extent, boundaries, lithological variations, and characteristics;

the nature and extent of recharge and dischar_ge areas, their rates of discharge and

recharge; and the elevation of the water table''

Topography
To understand how a groundwater system operates, it is essential to know something

about the region's surface. A topographic map should be compiled showing all surface

water bodies, including streami, iakis, and artificial channels and/or ponds, as well

as land surface contours. Furthermore, an inventory of pumping wells, observation

wells, and exploration wells should be made for purposes such as identifying types of

soils and rocks, pinpointing discharge locations and rates; and determining water table

elevations.

Subsurface GeologY

The geologic structure of a groundwater'basin governs the occurrence and movement

of the grirndwater withinlt. Specifically, the number and types of water-bearing

formations, their vertical dimensions, interconnections, hydraulic properties, and

outcrop patterns must be understood before the system can be analyzed.u Once the

subsuriace conditions have been identified, contour maps of the upper and lower
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boundaries of aquifers, water table contour maps, and maps of aquifer characteristics
can be prepared. Well-drillers logs, experimental test wells, and other geophysical
exploration methods can be used to obtakr the needed geologic data.s-e'13'14

17.5 FLUCTUATIONS IN GROUNDWATER LEVEL

Any circumstance that alters the pressure imposed on underground water will also
cause a variation in the groundwater level. Seasonal factors, changes in stream and
river stages, evapotranspiration, atmospheric pressure changes, winds, tides, external
loads, various forms of withdrawal and recharge, and earthquakes all may produce
fluctuations in the water table level or piezometric surface, depending on whether the
aquifer is free or confined.e It is important that an engineer concerned with the
development and utilization of groundwater supplies be aware of these factors. The
engineer should also be able to evaluate their importance relative to operation of a
speciflc groundwater basin.

17.6 GROUNDWATER-SURFACE WATER RELATIONS

Notwithstanding that water resource development has often been based on tL pr"-
dominant use of either surface water or groundwater, it must be emphasized that these
two components of the total water resource are interdependent. Changes in one
component can have far-reaching effects on the other. Coordinated development and
management of the combined resource are critical. Linkage between surface waters
and groundwaters should be investigated in all regional studies so that adverse effects
can be noted if they exist and opportunities for joint management understood.

In Part Three it was shown how surface stream flows are sustained by the
groundwater resource, and it was also pointed out that groundwaters are replenished
by infiltration derived from precipitation on the earth's surface.

Underground reservoirs are often extensive and can serve to store water for a
multitude of uses. If withdrawals from these reservoirs consistently exceed recharge,
mining occurs and ultimate depletion of the resource results. By properly coordinating
the use of surface water and groundwater supplies, optimum regional water resource
development seems most likely to be assured. Several studies directed toward this
coordinated use have been initiated.r5'16

r Summary

The importance of groundwater to the health and well-being of humans is well
documented. Groundwater is a major source of freshwater for public consumption,
industrial uses, and the irrigation of crops. For example, more than half of the
freshwater used in Florida for all purposes comes from groundwater sources, and
about 90 percent of that state's population depends on groundwater for its potable
water supply. The need to husband this resource is clear. Quantity and quality dimen-
sions are both important.



4g4 CHNPTEN TZ GROUNDWATER, SOILS, AND GEOLOGY

Groundwaterprotectionandmanagementpracticesmustbebasedonanunder.
standing of groundwater sources, the rianner in which groundwater is^ distributed

below the earth's surface, geologic, topogiaphic, and soil characteristics of the region'

andtheinterconnectionsbetweengroundwaterandsurfacewatersources.
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Chapter 1B

r. Prologue

18.1 HYDROSTATICS

Mechanics of Flow

The purpose of this chaPter is to:

i Present the principles of groundwater flow. I

I Describe soil properties that affect groundwater storage and movement.
. Describe the relevant hydrodynamic equations.
. Relate the mechanics of groundwater flow to modeling regional groundwater

systems and calculating flows to wells and other groundwater collection

devices.

Water located in pore spaces of a saturated medium is under pressure (called pore

pressure), which cin be determined by inserting a piezometer in the medium at a point

of interest. If Location A (Fig. 18.1) is considered, it can be seen that pore pressure

is given by

P : h " l

the pore pressure (gauge pressure)
the head measured from the point to the water table
the specific weight of water

Pore pressure is considered positive or negative, depending on whether the pressure

head is measured above (poJitive) or below (negative) the point under consideration.

If an arbitrary datum is established, the total head or piezometric head above the

datum is

where p :
h o :

v :

(18 .1 )

P o : Z ' t h (18 .2)

where Po is known as the piezometric potential. In Fig' 18.1 this is equal to ho 1- 7o

for poiniA in the saturated zone and za - h6forPointB in the unsaturated zone. The

43r.
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Figure 18.1 Definition sketch showing hydrostatic pres-
sures in a porous medium.

Iermh"is the pore pressure of A while -hu denotes tension or vacuum (negative,pore

pressure) at B.

18.2 GROUNDWATER FLOW

Analogies can be drawn between flow in pipes under pressure and in fully saturated

confinid aquifers. The flow of groundwater with a free surface is also similar to that

in an open channel. A major difference is the geometry of a groundwater system flow

channel as compared with common hydraulic pipe flow or channel systems' The

problem "un eutily be recognized by envisioning a discharging cross section com-

posed of a numbei of small openings, each with its own geometry, orientation, and

iir" ,o that the flow velocity issuing from each pore varies in both magnitude and

direction. Difflculties in analyzing such systems are apparent. Computations are

usually based on macroscopic averages of fluid and medium properties over a given

cross-sectional area.
Unknown quantities to be determined in groundwater flow problems are density,

pressure, and velocity if constant temperature conditions are assumed to exist'r la In

general, water is considered incompressible, so the number of working variables is

ieduced. An exception to this is discussed later relative to the storage coefficient for

a confined aquifei. Primary emphasis here will be placed on the flow of water in a

saturated porous medium.

18.3 DARCY'S LAW

Darcy's law for fluid flow through a horizontal permeable bed is stated as'

dh
O :  - K A  -

dx
(18 .3)



where h -

p :
C _
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where A : the total cross-sectional area including the space occupied by the
porous material

K : the hydraulic conductivity of the material

Q: the flow across the control areaA

In Eq. 18.3

h :  z *

the piezometric head
the elevation above a datum
the hydrostatic pressure
an arbitrary constant

(18 .4)

If the specific discharge S = QIA is substituted in Eq. 18.3,

(18.s)
,

Note that 4 also equals the porosity n multiplied by the pore velocity Vo. Darcy's law

is widely used in groundwater flow problems. Several applications are illustrated in

later sections.

No is defined herein as

(18 .6)

where q : the specific discharge
d : the mean grain diameter

P : fluid densitY
p : dynamic viscositY

For many conditions of practical importance (zones lying adjacent to collecting

devices are an exception), Darcy's law has been found to apply'

Of special interest is the fact that the Darcy equation is analogous to Ohm's law

' : (*)u

where i : thecurrent
R : the resistance
E : the voltage

current and velocity are analogous, as are K and I f R, and E and dhldx.The similarity

of the two equations is the basis for electric analog models of groundwater flow

svstems.2'3

P - + c
v

q :  - K * ( , . t )

No:  
PQd

lL

(18 .7)
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EXAMPLE 18.1

Water temperature in an aquifer is 60'F and the rate of water movement : t .2 ft I day .

The average particle diameter in the porous medium is 0.08 in. Find the Reynolds

number and indicate whether Darcy's law is applicable.

. Solution. Equation 18.6 gives the Reynolds number as

X*: #
This may also be written as

qd
N - - ' �

t)

From Table A.2 in Appendix A, o is found to b e 12l X 10-s ft2lsec. Converting

the velocity 4 into units of ftlsec gives 4 : I.2/86,400 : 1.39 X 10-5' The

mean grain diameter in ft : 0.08/12 : 0.0067. Substituting these values in the

equation, we obtain

N n :
r . 3 9 x 1 0 - s x 0 . 0 0 6 7

1.21  X 10-s

0.0077

Since N,, < 1.0, Darcy's law does apply' rl

18.4 PERMEABILITY

The hydraulic conductivity K is an important paramet€r that is often separated into

two components, one related to the medium, the other to the fluid. The product

k : C d z (18 .8)

can be written

X : 4
lL

(18.e)

Dimensions of intrinsic permeability are L2. Since values of k given as ft2 or cm2

are extremely small, a unit of measure known as the darcy has been widely adopted.

1 darcy : 0.987 x 10-s cm2 or 1.062 x l0-1r f*

Several ways of expressing hydraulic conductivity are reported in the literature.

The U.S. Geological Survey has defined the standard coefficient of permeability K" as

- the nunber of gallons per day of water passing through 1 ft2 of medium under a

















446 CHAPTER 18 MECHANICS OF FLOW

" If Eqs. 18.46 are substituted into Eq. 18.50, then

u d x - l o d y : O

and

(18.s2)

The total differential dry' is equal to zero, and ry' must be a constant. A series of

curves {(r, y) equal to a succession of constants can be drawn and will be tangent at

all points to the velocity vectors. These curves trace the flow path of a fluid particle

and are known as streamlines or flowlines. An important property of the stream

function is demonstrated with the aid of Fig. 18.2. Consider the flow crossing a

vertical sectionAB betweengfueamlines defined as f1 and tltr.lf the discharge across

the section is designated as Q, it is apparent that

u d y (18.s3)

Q : (18.s4)

and

Q : Q t - Q , (18.55)

#o ;+ f ra t :o

n: r,'
f*t
I d,t'
J,t,^

Equation 18.55 illustrates the important property that flow between two streamlines

is ionstant. Streamline spaclng reveals the relative magnitudes of flow velocities

between them. Higher values are associated with narrower spacings, and vice versa.

The curves in Fig. 18.2 designated as @r and Q,, called eqaipotential lines, ate

determined by velocity potentials Q@, y): constant. These curves intersect the

flowlines at right angles, illustrated in the following way. The total differential d@ is
given by

a 0 ,  a + ,d0 : frdx + 
fidt 

(18.s6)

substituting for terms aslax and 0Q/sy their equivalents u and o gives us

dy
dx

u
t)

(18.s7)

(18.58)

Thus equipotential lineq are normal to flowlines. The rystem sf flowlines and equipo-
tential lines forms a flow net.
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' One significant point of difference between { and ry'functions is that equipoten-

tial lines exist only when the flow is irrotational. For two-dimensional flow the

condition of irrotationality is said to exist when the z component of vorticity (. is

ZA[O; Ot

t , :  (x-,4) : o (18.se)

Proof of this is given by Eskinazi.6 substitutingfor u and o in Eq. 18.59 in terms of

@, we obtain
d - Q _  a 2 6  : 0 (18 .60)'  

6 x d y  E Y 0 x

This indicates that when the velocity potential exists, the criterion for irrotationality

is satisfied.
Once either streamlines or equipotential lines in a flow domain are determined,

the other is automatically known because of the relations in Eq. 18.48. Thus r

r: [(X* - H,o.)
r: [(Xo. - H*)

It is enough then to determine only one of the functions, since the other can be

obtained using relations Eqs. 18.61a and 18.61b. The complex potential given by

and

(18.61a)

(18.6lb)

(r8.62)

where l, the square root of -1, is widely used in analytic flow net analyses'a's Of

special importance is the fact that

y 2 w : V 2 6 + i Y z t 1 r : g (18 .63)

satisfies the conditions of continuity and irrotationality simultaneously.

Equations presented in this section have been limited to the case of two-

dimensional flow. Extension to three dimensions would be obtained in a similar

fashion.

18.8 BOUNDARY CONDITIONS

surfaces).
Impervious boundaries may be artificial objects zuch as.concrete dams, rock

strata, oi soil strata that are highiy impervious. In Fig' 18.3 the impervious boundary
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AB represents such a limit. Since flow cannot cross an impervious boundary, velocity
components normal to it vanish and the impervious boundary is a streamline. In other
words, at the boundary, V : constant.

Next look at the upstream face of the earth dam BC. At any point of elevation
y along BC the pressure can be assumed hydrostatic, or

p : y ( h - y )

The definition of a velocity potential states that

o : - * ( z * r )  * .'  \ v  ' /

Substituting for pressure in Eq. 18.65 yields

(18.64)

(18 .65)

6 : - K h + C

Thus for a constant reservoir level h and an isotropic medium,

(18 .66)

(18 .67)

d : constant

and surface BC, often termed a reservoir boundary, is an equipotential line.
The free surface or line of seepage CD in Fig. 18.3 is seen to be a boundary

between the saturated and unsaturated zones. Since flow does not occur across this
boundary, it is obviously also a streamline. Pressure along this free surface must be
constant, and therefore along CD

6 + Ky: constant (18 .68)

This is a linear relation in $, and therefore equal vertical falls along CD must be
associated with successive equipotential drops. One important groundwater flow
problem is to determine the location of the line of seepage.

The surface of seepage DE of Fig. 18.3 represents the location at which water
seeps through the downstream face of the dam and trickles toward point E. The
pressure along DE is atmospheric. The surface of seepage is neither a flowline nor an
equipotential line.

ImPervious laYer

Figure 18.3 Some common boundary conditions.

o : - * l  * r ] * t
and
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18.9 FLOW NETS

Flow nets, or graphical representations of families of streamlines and equipotential
lines, are widely used in groundwater studies to determine quantities, rates, and
directions of flow. The use of flow nets is limited to steady incompressible flow at
constant viscosity and density for homogeneous media or for regions that can be
compartmentalized into homogeneous segments. Darcy's law must be applicable to
the flow conditions.

The manner in which a flow net can be used in problem solving is best explained
with the aid of Fig. 18.4. This diagram shows a portion of a flow net constructed so
that each unit b.ounded by a pair of streamlines and equipotential lines is approxi-
mately square. The reason for this will be clear later.

A flow net can be determined exactly if functions Q and $ are known before-
hand. This is often not the case, and as a result, graphically constructed flow nets are
widely used. The preparation of a flow net requires application of the concept of
square elements and adherence to boundary conditions. Graphical flow nets ard
usually difficult for a beginner to create, but with reasonable practice an acceptable
net can be drawn. Various mechanical methods for graphical flow net construction are
presented in the literature and are not discussed here.5'e

After a flow net has been constructed, it can be analyzed using the geometry of
the net and by applylng Darcy's law.

Remembering that h : p/y + z, we find thatFig' 18'4 shows that the hydraulic
gradient G2 between two equipotential lines is given by

(18.6e)

Then by applying Darcy's law, in the manner of Todd,2 the flow increment between
adjacent streamlines is

L q : (18.70)

where Lm represents the cross-sectional area for a net of unit width normal to the
plane of the diagram. If the flow net is constructed in an orthogonal manner and

Equalpotential lines
(0 = constant)

Lm

r d "
Qz

or:  x

' * ( * )

h -  L l

Figure 18.4 Segment of an orthogonal flow net.
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composed of approximately square elements,

Lm:  L ,s  and Lq  =  K Lh  (18 '71)

Now if there are n equipotential drops between the equipotential lines, it is evident

that

wherc his the total head loss over the n spaces. If the flow is divided into m sections

by the flowlines, then the discharge per unit width of the medium is

(r8.72)

h
L h :  -

I L

o : i u : Y
when the medium's hydraulic conductivity is known, the discharge can be computed

using Eq. 18.72 and a knowledge of flow net geometry'

Where the flow net has a iree surface or line of seepage, the entrance and exil

conditions given in Fig. 18.3 are useful. A more comprehensive discussion of these

conditions is given in Ref. 10.
Some trouble arises in flow net construction at locations where the velocity

becomes infinite or vanishes. Such points are known as singular points and according

to De'Wiest may be placed in three separate categories.a In the first classification

flowlines and equipotential lines do not intersect at right angles' Such a situation often

occurs when a boundary coincides with a flowline; PointA in Fig. 18.5 is-an elamnl-e.

The second classification has a discontinuity along the boundary that abruptly

changes the slope of the streamline. In Fig. 18.6 Points A, B, and c represent such

discontinuities. At Points A and c the velocity is infinite, while at Point B it is zero'

If the angle of discontinuity measured in a counterclockwise direction inside the flow

field is le-ss than 180o, the velocity is zero; if larger than 1 80o' it is inflnite' The angle

atA is 270",for examPle.
The third categoiy includes the case where a source or sink exists in the flow net'

Under these circumstances the velocity is infinite, since squares of the flow net

a < 9 0 o , 0  < 9 0 "
(a)

Figure 18.5 Some entrance
Casagrande.lo)

Line of seepage

Tangent

Surface of
seepage
tt

ft)

and exit conditions for the line of seepage' (After
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Figure 18.6 Flowline slope discontinuities'

approach zero size as the source or sink is approached. Wells and recharge wells

represent sinks and sources in a practical sense and are discussed later. '

18.10 VARIABLE HYDRAULIC CONDUCTIVITY

It is common for flow within a porous medium of one hydraulic conductivity to enter

another region with a different hydraulic conductivity. When such a boundary is

crossed. flowlines are refracted. The change in direction that occurs can be deter-

mined as a function of the two permeabilities involved in the manner of Todd and

DeWiest.2'a Figure 18.7 illustrates this.
consider two soils of permeabilities K, and K, which are separated by the

boundary lR shown in Fig. 18.7. The directions of the flowlines before and after

crossing the boundary are defined by angles 0, and 0r'

Figure 18.7 Flowline refraction.
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" For continuity to be preserved, the velocity components in media K, and Kt,
which are normal to the boundary, must be equal, since the cross-sectional area at the
boundary is AB for a unit depth. Using Darcy's law and noting the equipotential drops
h" and hr, we flnd

(18 .73)

From the geometry of the flgure it is apparent that

AC : AB sin 0t

BD : AB sin 0z

The head loss between A and B is shown on the figure to be equal to both Lh" and A,hu,
and since there can be only a single value,

Lh" :  Ah6 |

Introducing these expressions in Eq. 18.73 produces

K t _ K ,

tan 0, tan 02
(18.74)

For refracted flow in a saturated porous medium, the ratio of the tangents of
angles formed by the intersection of flowlines with normals to the boundary is given
by the ratio of hydraulic conductivities. As a result of refraction, the flow net on the
K2 side of the boundary will no longer be squares if the equipotential line spacing DB
is maintained. To adjust the net on the K2 side, the relation

(18.7s)

can be used where Lhb + Lh".
Equipotential lines are also refracted in crossing permeability boundaries. The

relation for this is

K, _ tan at

K2 tan a,
(18.76)

where a is the angle between the equipotential line and a normal to the boundary of
permeability.a

18.11 ANISOTROPY

In many cases hydraulic conductivity is dependent on the direction of flow within a
given layer of soil. This condition is said to be anisotropic. Sedimentary deposits often
fit this aspect, with flow occurring more readily along the plane of deposition than
across it. Where the permeability within a plane is uniform but very small across it
as compared to that along the plane, a flow net can still be used after proper adjust-
ments are made. A discussion of this is given elsewhere.a's'11'12 Nonhomogeneous

K,L*cos o' : u, - 
o#cos 

92

Lhu Kl

Lt%- I t
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but may 'sometimes be analyzed by Yslng
A detailid study is outside the scope of thisaquifers require special consideration

representative or average parameters'

book.3-5 ' r2

18.12 DUPUIT'S THEORY

Groundwater flow problems in which one boundary is a free surface can be analyzed

on the basis of Dupuit's theory of unconfined flow. This theory is founded on two

assumptions made by ptptl in tgO:.t' First, if the line of seepage is only slightly

inclined, streamlines r""y b" considered horizontal and, correspondingly, equlp:ten-

tial lines will be essentially vertical. Second, slopes of the line of seepage -utfd tl"

hydraulic gradient *r "fit. Whel fleld conditioos at" known to be satisfactorily

represented by these usru-ption*, the results obtained according to Dupuit's theory

"o'-pur"veryfavorablywiththosearrivedatbymorerigoroustechniques'
Figure 18.8 is u,"fol in translating the foregoing assumptions into a mathemdt-

ical statement. Consider an element giien in th" figut" which has a base 'atea dx dy

and a vertical height h,Writing the cJntinuity equaiion in the x direction and consid-

ering steadY flow to be the case,

infloqo : velocitSo X area,o

The velocity at x : 0 is given by Darcy's law as

, r o :  _ K *

Thus the discharge across the element at x : 0 is

- -ah  .
Q o :  - K  

* h  
d Y

The outflow at x = dx is obtained by a Taylor's series expansion as

Qor :  -K*.h dv + o- *(-**n aY\+ '  '
,_  

Ax , .  
- "  __ . .  

6x  \  d r  _  
/

(18.77)

(18.78)

(18.7e)

(18.80)

' Figure 1,8.8 Definition sketch for devel-

opment of DuPuit's equation'
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Subtracting the outflow from the inflow if K is considered constant, we obtain

454

I*  -  o,:  K dx a, !(n*) t t*."  d x \  6 x /

or r, _ o.: rydr,A+fg) (r8.' x  
2  A x \ 6 x /

where dx and dy are considered fixed lengths. A similar consideration in the y
tion yields

r , -o , : ryy*W) ,  (18

i

;
)

Assumins that there is no movement in the vertical direction. these are the
components of the inflow and outflow. Furthermore, still dealing with steady flow,
change in storage must be zero. As a result, I

K d:dy +fg) * K d:dy 
*(#) : o o8

2  l x \ E x  /  2  a y \ 6 y  /

and since (K dx dy)12 is constant, this reduces to

A2h2 Azhz-  r . - : 0
6x'  0y'

o r  Y 2 h z  : 0

Consequently,. according to Dupuit' s assumptions, Laplace' s
function h2 must be satisfied.la

In the particular case where recharge is occurring as a resultofinfiltrated
reaching the water table, a simple adjustment may be made to Eq. 18.85. If
recharge intensity (dimensionally LT-t) is specified as R, then the total recharge to
element of Fig. 18.8 is R dx dy and the continuity equation for steady flow beco

* 4 ! * ( # . # ) . R d x d y : s

or more simply,

v 2 h 2 + ? o : o

Now, applying Dupuit's theory to the flow problem illustrated in Fig. 18.9,
assuming one-dimensional flow in the x direction only, we obtain the discharge
unit width of the aquifer given by Darcy's law:

O: -Kh#

In this instance h is the height of the line of seepage at any position x along
impervious boundary. For the one-dimensional example considered here, Eq. 18

(18 .

equation for

(18
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f to=50f t

becomes

Upon integration,

(b)

Figure 18.9 Steady flow in a porous medium between two

witer bodies: (a) free surface with infiltration and (b) free

surface without infi ltration.

d2h2--;-;: u
clx'

h 2 : a x * b

where a andb are constants.
Then for boundarv conditions at x : O, h : hs,

b = h t

Differentiation of Eq. 18.91 yields

^. dh
Zt l ' ; -  = A

ax

Also from Darcy's equation, h dhldx : -QIK. Making this substitution, we obtain

(18.e0)

(18.e1)

(18.e2)

(18.e3)

(18.e4)
-2Q

o : - T -

and inserting the values of the constants in Eq' 18.91, we obtain

h 2 = - 2 f * + n t

free surface

(18,e5)
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EXAMPLE 18.3
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This is the equation of a free surface. It is a parabola (often called Dupuit' s parabola)'

If the existence of a surface of seepage.afB i. ignor.d, andonoting that at * : L,

h : hr, we f,nd that Eq. 18'95 becomes

2QL
h L :  _  

x  
n  r a

o r  o = L o l - n ? )-  2 L ' "

which is known as the Dupuit equation'

(18.e6)

(18.e7)

Refer toF ig . l s .ga .Giventhed imens ionsshownandarecharge in tens i tyRof
0.01 ftlday, find the Oi."ft"tg" ut x : 1000 ft using Dupuit's equation' Assumerthat

K :  8 .

Solution. Note that

Q = n
dx

or

A t x : 0 ,

therefore,

Also,

Integrating Yields

Q = R x i . C

.  
Q :  Q o

Q :  R x  - l  Q o

dh
Q  -  - K h =

nh-oh 
i :  

Rx ' r  Qo

- Kh,l,, : o*,il' * o^*1,
2 l o "  2 l o  - " l o

and inserting the limits, we obtain

-K(h'�L - h7) :ry * QoL
o )
L r

- K(h? - h'r) RL
1 ) ^ : - - - - : - - - -z L 2



PROBLEMS 457

Then since Q : Rx + Qo,

R(.

0 .01

o
R

o :  0.075(1000

K(h'^ - h?\+ - - . -
2L

: 0.075 gpd/ft2

_ soo) + 8(50, - 40r)
2000

, 8 x 9 0 0
2000

T I

,)

7 .5

0.075 x 500

37.5 + 3.6
4Ll gpdlftz

r summary
Understanding the movement of groundwater requires a knowledge of the time and
space dependency of the flow, nature of the porous medium and fluid, and the
boundaries of the flow system. In particular, groundwater development and manage-
ment depend on understanding the storage properties ofthe associated soils and rocks' 
and the ability of these subsurface materials to transmit water. Fundamental to the
mechanics of groundwater flow is Darcy's law (Eq. 18.3). Using this equation along
with a knowledge of the hydraulic conductivity K, estimates of flow can be had. The
hydrodynamic equations presented in this chapter serve as models for a variety of
groundwatgr flow calculations. Applications are given in Chapters 19 and 20.

PROBLEMS'

18.1. What is the Reynolds number for flow in a soil when the water temperature is 55oF,
the velocity is 0.5 ftlday, and the mean grain diameter is 0.08 in.?

18.2. The water temperature in an aquifer is 60'F, the velocity is 1.0 ftlday. The average
particle diameter of the soil is 0.06 in. Find the Reynolds number and indicate whether
Darcy's law applies.

18.3. Rework Problem 18.2 assuming the temperature is 65"F and the velocity is 0.8 ftlday.
18.4. A laboratory test of a soil gives a standard coeff,cient ofpermeability of 3.8 x 102

gpdlft2 .If the prevailing field temperature is 60"F, find the field coefficient of perme-
ability. "

18.5. Rework Problem 18.4 assuming K" is 3.8 x r02 gpd/ft2 and the temperature is 65'F.
18.6. Given the well and flow net data in the following flgure, find the discharge using a flow

net solution. The well is fully penetrating; K : 2.87 X 10-4 ftlsec, a: 180 ft,
b = 43 ft, and c : 50 ft.

18.7. Rework Problem 18.6 assuming K : 8.2 x 10-5 mlsec, a: 85 m, b : 2l m, and
c : 2 6 m .
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5
4

3
2

Axis of I
symmetry -1

-2
-3
/

18.8.  ReworkProblem 18.6assuming K:8 '4 X 10-5 mlsec,a:  100m, b:22m,and
c : 3 5 m .

18.9. A stratum of clean sand and gravel 15 ft deep has a coefficient of permeability of
K : 3.25 X 10-3 ftlsec, and is supplied with water from achannel that penetrates to
the bottom of the stratum. If the water surface in an infiltration gallery is 2 ft above
the bottom of the stratum. and its distance to the channel is 50 ft, what is the flow into
a foot of gallery? Use Eq. 18.97.
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Chapter '1 I

Wells and Collection
Devices

r Prologue I

The purpose of this chapter is to:

. Present methods for calculating confined and unconfined steady radial flow
toward a well.

. Describe procedures for dealing with unsteady groundwater flow conditions.

. Describe a method for estimating flow to an infiltration gallery.

Groundwater is collected primarily by wells, although infiltration galleries are some-
times used where the circumstances are appropriate.t Outflows from natural springs
are also amenable to collection, but once these waters exit the ground, they become
surface flows and are handled as such. Wells are holes or shafts, usually vertical,
excavated in the earth for the purpose of bringing groundwater to the surface.
Infiltration galleries are horizontal conduits for intercepting and collecting groundwa-
ter by gravity flow. Problems of groundwater flow to wells and infiltration galleries
can be solved by applying Darcy's law. ,

19.1 FLOW TO WELLS

A well system can be considered as composed of three elements-the well structure,
pump, and discharge piping.2 The well itself contains an open section through which
water enters and a casing to transport the flow to the ground surface. The open section
is usually a perforated casing or slotted metal screen permitting water to enter and at
the same time preventing collapse of the hole. Occasionally, gravel is placed at the
bottom of the well casing around the screen.

When a well is pumped, water is removed from the aquifer immediately adjacent
to the screen. Flow then becomes established at locations some distance from the well
in order to replenish this withdrawal. Because of flow resistance offered by the soil.
a head loss results and the piezometric surface adjacent to the well is depressed.
producing a cone of depression (Fig. 1 9. 1 ), which spreads until equilibrium is reached
and steady-state conditions are established.



Impervious

Figure 19.1 Well in an unconfined aquifer.
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The hydraulic characteristics of an aquifer (which are described by the storage

coefficient and aquifer permeability) can be determined by laboratory or field tests'
The three 111ort "o111*only used field methods are thp application of tracers, the use

of field permeameterr, uni aquifer performance tests.3 A discussion of aquifer per!o.r.

mance tests is given here along with the development of flow equations for wells.2'a's

Aquifer performance tests may be either equilibrium or nonequilibrium tests. In

an equilibrium test the cone of depression must be stabilized for a flow equation to be

derived. For a nonequilibrium tesithe derivation includes a condition that steady-state

conditions have not been reached. Adolph Thiem published the first performance tests

based on equilibrium conditions in 1906.6

19.2 STEADY UNCONFINED RADIAL FLOW TOWARD A WELL

Q : hrxYKrfi

where 2rrxy : the area through any cylindrical shell, in ft2 with the well as its

. axis
Kr: the hydraulic conductivity (ftlsec)

dyfdx : the water table gradient at any distance x

Q : the well discharge (ft'lsec)

Integrating over the limits specified, we find that
f , 2  r . .  f o ,

I  gY : 2rrK1l y ay
l - r

J t  n  J h l

( le .1 )

(re.2)
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and

Q n 2
f1

o

_ 2rrKr(h2z - h?)
2

^ - g

: nKr(hi - hl)
ln(rr/r1)

462

(1e.3)

(te.4)

converting K, to the field units of gpdlftz, Q to gpm, and ln to 1og, we can rewrite
Eq. 19.4 as

(1e.s)

An 18-in. well fully penetrates an unconfined aquifer of 100-ft depth. Two observa:

tion wells located 100 and 235 ft from the pumped well are known to have drawdowns
of 22.2 and 21. ft, respectively. If the flow is steady and K1 : 1320 gpdlft2, what
would be the discharge?

Solution. Equation 19.4 is applicable, and for the given units this is

K(h? - h?)

1055Q log(r2lrr)
,ar: ------;-;----;;-
"  n ; -  n i

If the drawdown in the well does not exceed one half of the original aquifer thickness
ho, reasonable estimates of Q or Krcanbe obtained by using Eq.19.4 or tr9.5, even
if the height h, is measured at the well periphery where 1L : r*, the radius of the well

boring.

EXAMPLE 19.1

Q :

log(r2/r') =

h z :

h t =

Q :

1055Iog(r2/r1)

rwQ35l1'00) :0.37rlt

1 0 0 - 2 1 = 7 9 f t
100 - 22.2 : 77.8 ft
t32O(792 - 77.82)
1055 x 0.37107
634.44 gPm lr

19.3 STEADY CONFINED RADIAL FLOW TOWARD A WELL

The basic equilibrium equation for a confined aquifer can be obtained in a similar
manner, using the notation of Fig. I9.2. The same assumptions apply. Mathemati-
cally, the flow in ft3lsec is found from

o : (1e.6)2nxmXr!" d x

Integrating, we obtain

h " - h ,
O:2r rK 'm:#" ln\r2/h)

(re.7)
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- -12+ l

Figure 19.2 Radial flow to a well in a confined aquifer.

The coefficient of permeability may be determined by rearranging Eq. 19.7 to the
form

463

- _ 528Q log(rz/r'\
nr - 

*&; h)

gpm
the permeability (gpd/ft'�)
ft

(1e.8)

where Q :
K f :

r , h :

EXAMPLE 19.2

Determine the permeability of an artesian aquifer being pumped by a fully penetrating
well. The aquifer is 90 ft thick and composed of medium sand. The steady-state
pumping rate is 850 gpm. The drawdown of an observation well 50 ft away is 10 ft;
in a second observation well 500 ft away it is 1 ft.

Solution

52SQroe?Jr')
K f :

m(h2 - h')

528 x 850 x log 10
9 0 x ( 1 0 - 1 )

: 554 gpdlfr2 rl

19.4 WELL IN A UNIFORM"FLOW FIELD

For a steady-state well in a uniform flow field where the original piezometric surface
is not horizontal, a somewhat different situation from that previously assumed pre-
vails. Consider the artesian aquifer shown in Fig. 19.3. The heretofore assumed
circular area of influence becomes distorted in this case. A solution is possible by
applying potential theory, by using graphical means, or, if the slope of the piezometric
surface is very slight, Eq. 19.7 may be employed without serious error.
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Original
piezometric
surface

Figure 19.3 Well in a uniform flow field and flow net definition'

. Figure 19.3 provides a graphical solution to a uniform flow field problem. First,

an ortholgonal flow net consisting of flowlines and equipotential lines must be con-

structed. This should be done so that the completed flow net will be composed of a

number of elements that approach little squares in shape. Once the net is complete,

if can be analyzed Uy considering the net geom€try and using Darcy's law in the

manner of Todd.3

EXAMPLE 19.3

Find the discharge to the well of Fig. 19.3 by using an applicable flow net. Consider

the aquifer to be 35 ft thick, 4 : i.65 x 1d-4 fps, and other dimensions as shown'

Solution. Using Eq. 18'72, we find that

n : * * 'n
w h e r e  h : 3 5 * 2 5 : 6 0 f t

m : 2 X 5 : 1 0

,  n : I 4

3 . 6 5 X 1 0 - 4 x 6 0 x 1 0
t4

: 0.0156 cfs per unit thlckness of the aquifer

The total discharge Q is thus

Q : 0.0156 X 35 : 0.55 cfs ot 245 gPm r r
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19.5 WELL FIELDS

When more than one unit in a well fleld is pumped, there is a composite effect on the

free water surface. This consequence is illustrated by Fig. 19.4 in which the cones of

depression are seen to overlap. The drawdown at a given location is equal to the sum

of the individual drawdowns.
If, within a particular well field, pumping rates of the pumped wells are known,

the composite drawdown at a point can be determined. In like manner, if the draw-

down at one point is known, the well flows can be calculated'
If the drawdown at a given point is designated as m, and subscripts 1,2, ' ' n

are used to relate this drawdown to a particular well(e.g ., mt fefers to the drawdown

for I7,), for the total drawdown mr at some location'

n

sr
lT l r :  ^Z 

:  lT l i

The number of wells, their rate of pumping, and well-field geometry and charac-

teristics determine the total drawdown at a specified location. '

Again considering Eq. 19.4, we obtain

h 3 -  h ' � (1e.10)

lt can be seen that the drawdown for a well pumped atrate Q canbe computed if ho,

ro, and r are known. It follows then from Eq. 19.9 that for n pumped wells in an

unconfined aquifer

: #*t"1

(1e.e)

(1e .1  1 )h 3 -  h ' : 2 * . " ?

Figure 19.4 Combined effect of pumping several wells at equal rates'
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: the original height of the water table
: the combined effect height of the water table after pumping n wells
: the flow rate of the ith well r
: distance of the lth well to a location at which

where ho
h

Q,
foi

considered negligible
r, : the distance from well i to the point at which the

investigated

the drawdown is

drawdown is being

(r9.r2)

Todd indicates that values of ro used in practice often range from 500 to 1000 ft.3 The
impact of this assumption is softened because Q inEq. 19.10 is not very sensitive to
16. Equation 19.11 should be used only where drawdowns are relativd small.

For flow in a confined aquifer the expression for combined drawdown becomes

n

h o - h : 2 =Q: ,  , n ' o '
z1rKm f1

Equations for well flow covering a variety of particular well-field patterns are
reported in the literature.3'7 Those given here are applicable for steady flow in a
homogeneous isotropic medium.

19.6 THE METHOD OF IMAGES

Some groundwater flow problems subjected to boundary conditions negating the
direct use of radial flow equations can be transformed into infinite systems fitting these
equations by applying the method of images.2'8'e

When a stream is located near a pumped well and the stream and aquifer are
interconnected, the drawdown curve of a pumped well may be affected as shown in
Fig. 19.5. Another boundary condition often affecting the drawdown of a well is an
impervious formation that limits the extent of the aquifer. The cone of depression of
a pumped well is not affected until the boundary is intersected. After that, the shape
of the drawdown curve will be changed by the boundary. Boundary effects can
frequently be evaluated by means of "image wells." The boundary condition is re-
placed by either a recharging or a discharging well that is pumped or recharged at a
rate equivalent to that of the pumped well. That is, in an infinite aquifer, drawdowns
of the real and image wells would be identical. The image well is located at a distance
from the boundary equal to that of the real well but on the opposite side (Fig. 19.5).
Streams are replaced by recharge wells while impermeable boundaries are supplanted
by pumped image wells. Computations for the case of a well and impervious boundary
directly follow the procedures outlined under the section on well fields. For the well
and stream system, the recharge image well is considered to have a negative discharge.
The heads are then added according to this sign convention.

The procedure for combining drawdown curves of real and image wells to obtain
an actual drawdown curve is illustratetl graphically for the example shown in
Fis. 19.5. More detailed information on other cases can be found elsewhere.e'10
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Drawdown in a pumping well whose aquifer is connected toFigure L9.5
a stream'

19.7 UNSTEADY FLOW

when a new well is first pumped , alargeportion of the discharge comes directly from

the storage volume released as the cone of depression _d91elons, 
u. nder these circum-

stances the equilibrium equations overestimate permeability and therefore the yield of

the well. When steady-state conditions are not encountered-as is usually the situa-

tion in practice-a nonequilibrium gOgltlgl must be used' Two approaches can,be

taken, t^he rather rigorous method of C. V. Theis or a simplified procedure such as that

proposed by Dcob.l1'12
In tgjS treis published a nonequilibrium approach that takes into consideration

time and storage characteristics of the aquifer.ll His method uses an analogy between

heat transfer described by the Biot-Fouiier law and groundwater flow to a well' The

method provides a solution to Eq. 18.41 for given initial and boundary conditions'

Application of the method is appiopriate for confined aquifers of constant thickness'

For'use under conditions of unconhneO flow, vertical components of flow must be

Cone of depression of real well without sffeam
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negligible, and changes in aquifer storage through water expansion and aquifer com-
pression must also be negligible relative to the gravity drainage of pores as the water
table drops as a result of pumping.l3

Theis states that the drawdown (s) in an observation well located at a distance
r from the pumped well is given by

(1e .13 )

in which Q : (constant) pumping rate (L3T-r units), Z : aquifer transmissivity
(LtT 'units), and a is a dimensionless variable defined by

O  f * " - ' ,s : -4rrT 
J, ; 

o"

, ,s"
u : r--4tT

from the infinite series
a 1

w(u) : _'0.577216 - ln u * u - =+ - + -]--
2 x 2 1  3 x 3 l

Using this notation, Eq. 19.13 can be written as

Qw(u)( : -" 
4irT

rI4.6Q f* "-' ,t :  
,  J , ; o '

I .87 12 S", :  n

where r is the radial distance from the pumping well to an observation well, S. is the
aquifer storativity (dimensionless), and r is time. The integral in Eq. 19.13 is usually
known asthewellfunction of u andis commonly written asW(u).It may be evaluated

(1e .1s)

(re.r4)

(1e . i 6 )

The basic assumptiops employed in the Theis equation are essentially the same as
those in Eq.I9.7 except for the nonsteady-state condition. Some values of the well
function are given in Table 19.1.

In American practice, Eqs. 19. 1 3 and 19 .I4 commonly appear in the following
form,

(re.r7)

(1e .18 )

where 7 is given in units of gpd /ft, Q has units of gpm, and / is the time in days since
the start of pumping.

Equations 19.13 and 19.14 can be solved by comparing a log-log plot of a versus
I4z(z) known as i type curve, with a log-1og plot of the observed data r2 ft versus s. In
plotting type curves, W(u) and s are ordinates, z and rt ft are abscissas. The two curves
are superimposed and moved about until segments coincide. In this operation the axes
must remain parallel. A coincident point is then selected on the matched curves and
both plots marked. The type curve then yields values of u and W(u) for the desired
point. Corresponding values ofs and r'ft are determined from a plot ofthe observed
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TABLE 19.1 VALUES OF W(U} FOR VARIOUS VALUES OF U

9.08.06.05.04.03,02.0'L0

X I
x  10 - r
x 10-2
x 10-3
x 10-4
x 10-5
x 10-6
x 10-7
x 10-8
x 10-e
x 10-10
x 10-11
x 10- t2
x 10-13
x 10-14
x 10-15

0.219
t .82
4.04
6,33
8.63

10.94
t3.24
15.54
17.84
20.15
a a  A <

24.75
27.0s
29.36
31.66
33,96

0.049
1.22
3.35
5.64
7.94

t0.24
12.55
14.85
t7 ,15
19,45
21.76
24.06
26.36
28,66
30.97

0.013
0.91
2.96
5.23
1.53
9.84

12.14
14.44
16.74
19.05
2r.35
23.65
25.96
28.26
30.56
32.86

0.00036
0.45
z,Jv
4.54
6.84
9.r4

r1.45
13.75
16.05
18.35
20.66
22,96
25.26
27.56
29.8'�7
32.1,7

0,00012 
-'

0.37
2.1,5
4.39
6,69
8.99

rt.29
13.60
15.90
18,20
20.50
22.8t
25.rr
2'1.41
29.71
32,02

0,000038
0.31
2.03
4,26
6.55
8.86

I  1 . 1 6
t3.46
t5.'16
18.07
20.37
22.67
24.9'�1
27.28
29.58
31.88

0.000012
0.26
1.92
4.14
6.44
8.74

1l .04
13.34
15.65
17.95
20.25
22,5s
24.86
27.16
29.46
3t.76

0.0038 0.0011
0.70 0.56
2.68 2.47
4.95 4.'�13
7.25 7,02
9.55 9.33

1 1.85 1 1.63
14.15 1.3.93
16.46 16.23
t8.76 18.54
2r.06 20.84
23.36 23.14
25.67 25.44
27.97 27.75
30.27 30.05
32.58 32.35

Source: AfterL,K. Wenzel, ..Methods for Determinlng Permeability of water Bearing M.aterials with Special Reference to Dischargt.fig

Well Methods," U. S. GeologiJSt.""V, W"t*-Supp-ly Paper 887' Washington 'DC' 1942'

data. Inserting these values in Eqs. 19.13 and 1,9.1'4 and, rearranging, values for

transmissibility I and storage coefficient S" can be found'

often this procedure 
"can 

be shortened and simplified' when r is small and t

large, Jacob found that values of u arc generally small'12 Thus terms in the series of

fql te.tS bpyond the second one become negligible and the expression for Zbecomes

264Q(loe t2 - log tt)
'  h " -  h

^ 0.3Tto\  : -- r '

(1e.1e)

which can be further reduced to

T (re.20)

where Ah : drawdown per log cycle of time l(ho - n)lloe t' - log t')l

Q : well discharge (gPm)
ho, h : as defined inFig' I9.2

T : the transmissibilitY (gPd/ft)

Field data on drawdown (ho - h) versus t arc dtaftedon semilogarthmic paper' The

drawdown is plotted on an arithmetic soale, Fig. 19.6. Thisplotforms a straight line

*to*" slope permits computing formation constants using Eq' 1'9'20 and

(1,9.2t)

with ro the time corresponding to zerodrawdown. Equation 19.21is obtained through

manipulation of Eq. 19'13.

_ 264Q
Lh
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Time since PumPing began (min)

Figure 1.9.6 Pumping test data, Jacob method.

Using the following data, find the formation constants for an aquifer using a graphical

solution to the Theis equation. Discharge equals 540 gpm.

EXAMPLE 19.4

Distance from
pumped well,

r (ft) 12 / t

Average
drawdown,

s (ft)

50
100
150
200
300
400
500
600
700
800

1,250
5,000- 

il,250
20,000
45,000
80,000

125,000
180,000
245,000
320.000

3.04
2.16
1,.63
r.28
0.80
0.51
0.33
0.22
0.15
0.  l0

, = t4 
r\too' 

= 4e,8oo sd/ft

t l

I
I
I

I



1.0
0.9
0.8
0.7

€ o.o
? 0.s
E o.+€
B
E 0.3

19.7 UNSTEADY FLOW

1.9 : 91,860 gpdift

EXAMPLE 19.5

' Figure L9.7 Graphical solution to Theis's equation'

Solut ion.Plotsversusr2ftand}V(a)versusaasshowninFig. lg.T.Determine
the match point as noted and compute S" and Z using Eqs' 19'7 and 19'8:-

T : 
lr4t6Q 

w(u)
s

114.6  X 540 -: --18- ^

uT
c  - - - -u" -  

1.87r '1t

_ 0.09 x 91,860 : 0,22 tr
1.87 X 20,000

using the data giv.en in Fig. 19.6, find the_coefficient of transmissibility 7" and storage

coeffrcient S, for an aquiflr, given Q: 1000 gprn and r : 300 ft'

Solut ion.F indthevalueofAhfromthegraph,5.3f t .ThenbyEq. |9.20
2640 264 x 1000

T :  - f f :  - -T3 -

: 49,800 gpd/ft

Using Eq. 19.21., we find that

s " :O.3Tto
r '

|  ,  I  
' t  

I
W(u)vs. u

5  6  7  8 9 1 x 1 0 5

I rrzldav)



472 CHAPTER 19 WELLS AND COLLECTION DEVICES

and

, 0 -

s " :
: 0.0003

Note from Fig. 19.6 that ts : 2.6 min. Converting to days, we find q6il)ti-
becomes \--l

1.81 x lb- 'days 
'

0 . 3 x 4 9 , 8 0 0 X 1 . 8 1  X 1 0 - 3
(3oo)'�

I T

EXAMPLE 19.6

EXAMPLE 19.7

Find the drawdown at an observation point 200 ft away from a pumping well. Given
that T : 3.0 x 10a gpd/ft, the pumping time is 12 days, S" : 3 X 10-4, and

0 = 3oo gpm,

Solution. From Eq. L9.L8, u can be computed,

u : u.87 x (200)'� x 3 x L0-41113.0 x 104 x l2l : 6.23 x I}-s

Referring to Table 19.1 and interpolating, we estimate W(u) to be 9.1. Then,
using Eq. 19.17 , the drawdown is found to be

s :  [114.6 x 9.1 x 300]/ [3.0 x 104] :  10.41 f t  rr

A well is being pumped at a constant rate of 0.003 8 m3/s. Given that I : 0.0028 m2ls,
r : 90 meters, and the storage coefficient : 0.00098, find the drawdown in the
observation well for a time period of (a) 1,000 sec. and (b) 20 hours.

Solution

a. Using Eq. 19.14, u canbe computed as follows,

u :190 x 90 x 0.000981/[4 x 1000 x 0.0028]

u  :  0 .71

Then from Table 19.1, W(u) is found to be 0.36. Applying Eq. 19'16, the
drawdown can be determined,

r : [0.0038 x 0.367114 x n x 0.0028]
s : 0.039m

b. Follow the procedure used in (a)
'  u :190 x  90  x  0 .000981/ [4  x72,000 x  0 .0028]

a : 0.0098

Then from Table 19.1, W(u) is found to be 4.06 Applying Eq. 19'16, the
drawdown can be determined,

s = [0.0038 x 4.06]114 x n x 0.00281
s :0 .44m r r
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1e.8 LEAKY AQUIFERS 
a_)

The foregoing analyses have dealt with free aquifers or those copfinedbe#een imper-

vious str-ata.1n t"ulity, many cases exist wherein the confining strata are not com-

PletelY imPervious and water is at
aquifer. The flow regime is altere<
about 1930, leakY aquifers have ber
De Glee, Jacob, Hantush, DeWies
ers.t'to-'u A thorough treatment c
interestedreadersshouldconsulttheindicatedreferences.

19.9 PARTIALLY PENETRATING WELLS

ln many actual situations there is only partial penetration of the well' The

question then arises as to the applicability of procedures developed previously for full

Penetration.
Numerous studies of this problem have been conducted'7'2't'28 ln 1957 Hantush

reported that steady flow to a well just penetrating an infinite leaky aquifer becomes

very nearly radial at a distance from the well of about 1.5 times the aquifer thickness'28

As depth of penetration increases, the approach to, radial flow becomes increasingly

apparent.Therefore,computationofdrawdownsforpartiallypenetrating'wellsare
made using equations foi total penetration with relative safety, provided that the

distance fr"o-ifr" pumped we11ls greater than 1.5 times the aquifer thickness' At

points closer to the weli, it is frequJntly possible to use a flow net or other relations

develoPed for this region.

19.10 FLOW TO AN INFILTRATION GALLERY

An infiltration gallery may be defined as a partially pervious conduit constructed

across the path of t6" to"uigroundwater flow iuch that all or part of this flow will be

intercepted. These galleries-are often built in a valley area parallel to a stream so that

they can convey the collected flow to some designated location under gravity-flow

.ond i t ion* .F igure lg .Sshowsatyp ica lc rosssec t ion throughaga l le rywi thone
pervious face.' 

corrrputation of discharge to an inflltration gallery with one pervious wall

(Fig. f g.Sjis accomplished inihe manner outlined by Dupuit-2e Several assumptions

must be madelo effect the solution. They are that the sine and tangent of the angle of

inclination ofthe water table are interchangeable; that the velocity vectors are evefy-

where horizontal and uniformly distribuied; that the soil is incompressible and

isotropic; and that the gallery is of sufficient length that end effects are negligible'

While permitting u ,oluion oi the problem, these assumptions do limit the utility of

the results.
Basedontheseassumpt ions ,andfo l low ing theprocedureg iven inSec-

tion 18.12, Eq. 18.97 can be used to calculate the discharge per unit width' using the

L
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Ground surface

Intersection of assumed
and actual water tables

X +

Figure 19.8 Cross-section through an infiltration gallery.

nomenclature of Fig. 19.8, Eq. 18.97 becomes

K  . - "
s  : ; (h i  -  he )

This equation indicates that the computed water table is parabolic. This is often called
Dupuit's parabola. Figure 19.8 shows that the computed water table differs from the
actual water table in an increasing manner as the gallery face is approached. It is
therefore apparent that the computed parabola does not accurately describe the real
water table. The differences, however, are small except near the point of outflow,
providing the initial assumptions are satisfled. The calculated discharge approximates
the true discharge more closely as the ratio of Z/h, increases.

EXAMPLE 19.8

A stratum of clean sand and gravel 20 ft deep has a coefficient of permeability of
K : 3.25 X 10-3 ftlsec, and is supplied with water from a channel that penetrates to
the bottom of the stratum. If the water surface in an infiltration gallery is 3 ft above
the bottom of the stratum, and its distance to the channel is 50 ft, what is the flow into
a foot of gallery? Use Eq. 18.97.

Solution

q :  0.5(3.25 x 10-3)(20 x 20 - 3 x 3)/50

\ : 0.072 cfs, the flow into one foot of gallery I r

19.11 SALTWATER INTRUSION

The contamination of fresh groundwater by the intrusion of salt water often presents
a serious quality problem. Islands and coastal regions are particularly vulnerable.
Aquifers located inland sometimes contaiq highly saline waters as well. Fresh water
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19.12 GROUNDWATER BASIN DEVELOPMENT

Recharge Discharge

Seepage to lakes, streams, spnngs
Subsurface outflows
Evapotranspiration
Pumping or other artificial means of collection

To use groundwater resources efficiently while simultaneously permitting the maxi-

mum dJvelopment of the resource, equilibrium must be established between wilh-

drawals and replenishments. Economic, legal, political, social, and water quality

aspects require full consideration.
Lasting supplies of groundwater will be assured only when long-term withdrawls

are balanceJ by recharge during the corresponding period. The potential of a ground-

water basin can be assessed by employing the water budget equation,

) r - ) o : A s

where the inflow ) l includes all forms of recharge, the total outflow ) O includes

every kind ofdischarge, and AS represents the change in storage during the accounting

perioO. The most significant forms of recharge and discharge are those listed in

Table t9.2.
A groundwater hydrologist must be able to estimate the quantity of water that

can be economically and safeiy produced from a groundwater basin in a specified time

period. He or she should also be competent to evaluate the consequences of imposing

various rates of withdrawal on an underground supply.
Development of groundwater basins should be based on careful study, since

groundwater resources are finite and exhaustible. If the various types of recharge

balance the withdrawals from a basin over a period of time, no difficulty will be

encountered. Excessive drafts, however, can deplete underground water supplies to a

point where economic development is not feasible. The mining of water will ultimately

deplete the entire supply.

TABLE 19,2 SdUE TONT"TS OF RECHARGE AND DISCHARGE

Seepage from streams, Ponds, lakes
Subsurface inflows
Infiltrated precipitation
Water recharged artificallY

i-_
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r Summary
The collection of groundwater is accomplished primarily through the construction of

wells, and many Tactors influence the numerical estimation"of their performance.

Some situation, ur" amenable to solution through the utilization of relatively simple

mathematical expressions. Others depend upon sophisticated application of the hy-

drodynamic equations under various Conditions of nonuniformity of aquifer materials

and a variety oiboundary conditions. The reader is cautioned not to be misled by the

simplicity oi ,o-" of thqsolutions presented and to observe that many of these rl\

to speciai conditions and are not applicable to all groundwater-flow situations.(. 
, )

The rate of movement of water through the ground is of a different magnr'tudd

than that through natural or artificial channels or conduits. Typical flow rates range

from 5 ft/day ti afew feet per year. These low rates of flow exacerbate the impact of

contaminani spills on groundwater sources and complicate cleanup since natural

flushing from the site may take many years to occur'
The methods described in this chapter for estimating flows to collection devices

are based mainly on the principles of fluid flow embodied in Darcy's law. Applicafions

are limited to flows in the laminar range, but under most conditions encountered in the

field, Darcy's law applies. Examples of the ure of equations describing the mechanics

of flow to wells andinfiltration gilleries were given in this chapter. Both steady-state

and unsteadv flow conditions were addressed as well'

PROBLEMS

19.1. A 12-in. well fully penetfates a confined aquifer 100 ft thick. The coefflcient of

permeability is 60d gpd/ft'�. Two test wells located 40 and 120 ft away show a differ-

ence in drawdown U-"i*een them of 9 ft. Find the rate of flow delivered by the well.

1g.2. A l2-in. well fully penetrates a confined aqpifer 100 ft thick. The coefficient of

permeability is 600 gpd/ft2. Two test wells located 45 and 120 ft away show a

difference in drawdoin between them of 8 ft. Find the rate of flow delivered by the

well.

19.3. Determine the permeability of an artesian aquifer for a fully penetrating well' The

aquifer is composed of medium sand and is 100 ft thick. The steady-state pumping

rate is 1200 gpm. The drawdown in an observation well 75 ft away is 14 ft, and the

drawdown in a second observation well 500 ft away is l.2ft. Find Kin gallons per day

per square foot.

Lg.4. Consider a confined aquifer with a coefficient of transmissibility T of 680 ftj/day/ft'

A t t : 5 m i n , t h e d r a w d o w n s : 5 . 6 f t ; a t 5 0 m i n , s : 2 3 ' I f t ; a n d a t 1 0 0 m i n ' s :
28.2 ftrThe observation well is 75 ft away from the pumping well. Find the discharge

of the well.

19 .5 .  G i ven the fo l l ow ingda ta :0 :59 ,000 f t3 lday 'T :630 f t3 /day ' t , , 3 }days ' r : 1 f t '
and s" : 6.4 x L6,4. Consider this to be a nonequilibrium problem. Find the draw-

down s. Note that for

a : 8 . 0 x 1 0 - e

u : 8 . 2  X  1 0 - e

W(a) : 13'sa
W(u) = 19.94
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19.6. ' Determine the permeability of an artesian aquifer being pumped by a fully penetrating

well, The aquifer composed of medium sand is 130 ft thick. The steady-state pumping

rate is 1300 gpm. The drawdown in an observbtion well 6{ft away is 12 ft, and in a

second well 500 ft away is 1.2 ft. Find Ky in gpdlft2.

1g.7. Consider a confined aquifer with a coefficient of transmissibility T : 700 ft3lday-ft.

Atr : 5 minthe drawdown : 5.1 ft; at50min,s = 20.0ft; at 100min, s = 26'2ft.

The observation well is 60 ft from the pumping well. Find the discharge of the well.

19.8. Assume that an aquifer being pumped at atate of 300 gpm is confined and pumping

test data are given as follows. Find the cbefficient of transmissibility Tand the sttragq

coefficient S. Assume r = 55 ft. | )

Time since pumping started (min)
Drawdown s (ft)

1 ,3
4.6

8.0
12.0

2.5 4.2
8.1 9.3

11.0 100.0
15.1 29.0

19.9. We are given the following dat4:

Q = 60,000 ft3ldaY

r : 650 fcl(dar(fo
t : 3 0 d a y s  r : l f t

s " = 6 . 4  x  1 o - 4

Assume this to be a nonequilibrium problem. Find the drawdown s. Note for

a : 8.0 x 10-e lV(u) : 18.06

u : 8.2 X 10-e W(u) = 19.94

u : 8.6 x 10-e W(u) : 17.99

19.10. An 18-in. well fully penetrates an unconfined aquifer 100 ft deep. Ttvo observation

wells located 90 and 235 ft from the pumped well are known to have drawdowns of

225 and20.6ft, respectivd. If the flow is steady andKy : 1300 gpd/ft2, what would

be the discharge?

lg.1l. A confined aquifer 80 ft deep is being pumped under equilibrium conditions at a rate
' 

of 700 gpm. The well fully penetrates the aquifer. Watpr levels in observation wells

150 and 230 ft from the pumped well are 95 and 97 ft, respectively. Find the field

coefflcient of permeability.

lg.112. A well is pumped at the rate of 500 gpm under nonequilibrium conditions. For the data

listed, find the formation constants S and Z. Use the Theis method.

Average drawdown,
h (ft)r" /t

1,250.
5,000

tt,250
20,000
45,000
80,000

125,000
180,000
245,000
320,000

3 . 2 +

2. t8
. 1 . 9 3

r .28
0.80
0.56
0.38
0.22
0 .15
0 .10
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19.13. 
"We 

are given a well pumping at arate of 590 gpm. An observation well is located at

r : 180 ft. Find S and Z using the Jacob method for the following test data.

Drawdown
(ft)

0.43
0.94
l � 08
1.20
r .34
| .46
1 .56
1.63
1.68
1 .71
l � 8 5
1 .93

Drawdown
(ft)

2.00
2.06
2.12
2 .15
2.20
2.23
2.28
2.30
2.32
2.36
2.38

Time
(min)

Time
(min)

o

A24-1n. diameter well penetrates the full depth of an unconfined aquifer. The original

water table and a bedrock aquifuge were located 50 and 150 ft, respectively, below the

land surface. After pumping al arate of 1700 gpm continuously for 1920 days.

equilibrium drawdown conditions were established, and the original water levels in

observation wells located 1000 and 100 ft from the center of the pumped well were

lowered 10 and 20 ft, respectively.
a. Determine the field permeability (gpdlftz) of the aquifer.
b. For the same well, zero drawdown occurred outside a circle with a 10,000-ft radius

measured from the center of the pumped well. Inside the circle, the average draw-

down in the water table was observed to be 10 ft. Determine the coefficient of

storage of the aquifer.

A well fully penetrates the 100-ft depth of a saturated unconflned aquifer. The

drawdown at the well casing is 40 ft when equilibrium conditions are established using

a constant discharge of 50 gpm. What is the drawdown when equilibrium is established

using a constant discharge of 66 gpm?

After a long rainless period, the flow in Wahoo Creek decreases by 8 cfs from

Memphis downstream 8 mi to Ashland. The stream penetrates an unconfined aquifer,

where the water table contours near the creek parallel the west bank and slope to the

stream by 0.00020, while on the east side the contours slope away from the stream

toward-the Lincoln wellfield at 0.00095. Compute the transmissivity of the aquifer

knowing Q : TIt, where 1 is the slope and I is the length.

The time-drawdown data for an observation well located 300 ft from a pumped

artesian well (500 gpm) are given in the following table. Find the coefficient of storage
(ft3 of water/ft3 of aquifer) and the transmissivity (gpd/ft) of the aquifer by the Theis

method. Use 3 x 3 cycle log PaPer.

26
78
99

t3r
t'73
2t8
266
303
331
364
481
5'13

66r
732
843
926

IO34
r134
1272
1351
I4t9
r520
161 1

tg:t4.

19.15.

19.16.

19.17.
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Time
(hr)

Drawdown
(ft)

Drawdown
(ft)

r.09
t .25
1.40
1.50
l � 60
t .70
1.80

Time
(h0

1 .8
2 . \
. A

3.0
3.7
4.9
7.5

0.27
0.30
0.3'l
0.42
0.50
0.61
0.84

9.8
12.2
t4.7
16.3
18.4
21.0
24.4

19.18.

19.19.

L9.20.

19.21.

19.22,

19.23.

19.24.

Over a 100-mi2 surface area, the average level of the water table for an unconfined

aquifer has dropped I 0 ft because of the removal of 1 28,000 area-ft of water from the

aquifer. Determine the storage coefficient for the aquifer. The specific yield is 0.2 and

the porosity is 0.22.

Over a 100-mi2 surface area, the average level of the piezometric surface for a

confined aquifer in the Denver area has declined 400 ft as a result of long-te1m

pumping. Determine the amount of the water (acre-ft) pumped from the aquifer' The

porosity is 0.3 and the coefficient of storage is 0.0002.

Find the drawdown at an observation point 250 ft away from a pumping well, given

thatT = 3.1 x 104 gpdlft,the pumping time is 10 days, S" : 3 x 10-4, andQ --

280 gpm.

Find the permeability of an artesian aquifer being pumped by a fully penetrating well.

The aquiier is 130 ft thick and is composed of medium sand. The steady-state pump-

ing raie is 1300 gpm. The drawdown in an observation well 65 ft away is 12 ft' and

in a second well 500 ft away it is 1.2 ft. Find Kyin gpdlft2.

An 18 in. well fully penetrates an unconflned aquifer 100 ft deep. Two observation

wells located 90 and 235 ft from the pumped well are known to have drawdowns of

22.5 ft and20.6 ft respectively. If the flow is steady arld Ky: 1300 gpd/ft2, what

would be the discharge?

A well is being pumped at a constant rate of 0.004 m3/s. Given thatT : 0.0028 m2ls,

r : 100 meters, and the storage coefficient : 0.001, find the drawdown in the obser-

vation well for a time period of (a) t hr, and (b) 24 hours'

A well is being pumped at a constant rate of 0.003 m3/s. Given thatT = 0.0028 mzls,

the storage "oiin"i"nt = 0.001, and the time since pumplng began is 12 hours, find

the drawdown in an observation well for a radial distance of (a) 150 m, and (b) 500 m'
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Chapter 20

Modeling Regional
Groundwater SYstems

r Prologue
The PurPose of this chaPter is to:

' Describe the featureS of large-scale groundwater systems.
. Introduce the principles of finite difference approaches to modeling regional

groundwater systems.
. Iilustrate the application of groundwater modeling techniques to the Upper Big

Blue basin in Nebraska.

The analytical methods described so far have been applicable mainly to the flow of

warcr rc individual wells. In this chapter, the concepts of analyzing regional ground-

water systems are introduced. Such analyses are requisites for the wise development,

management,andoperationofexpansivegroundwaterresources'
Given that waier quantity an-d quality aspects must be dealt with jointly in most

water resources decision-making prol"tt"t, t"gional groundwater models mrrst often

- be designed to include both of tfuse dimensions.l-2s The fluid flow aspects of ground-

water models are presented in this chapter. Solute transport models. are complex and

beyond the scope-of this book, but a biief introduction to them is given at the end of

the chapter. It is important for the reader to understand the importance and role of

these water quality-oriented models'

20.1 REGIONAL GROUNDWATER MODELS

Groundwater systems models may be of the analog or the digital (mathematical)

variety. The focus of this chapter is on the digital type of lodel, the type most

commonly employed today. Such models are characterized by a set of equations

,"pr"r"nting the ihysical i.o""*"* occurring in an aquifer. These models.may be

deierministt or pio-babilistic in nature, but only deterministic-models are discussed

here. They describe the cause-effect relations stemming from known features of the

physical system under study'
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l _ t _

Figure 20.1 Logic diagram for develqping a mathematical model'
(Courtesy of the National Water Well Association, Worthington' OH')

Figure 20.1 characterizes the procedure for developing a deterministic mathe-

matical model. A conceptual model is formulated based on a knowledge of the

characteristics of the region and an understanding of the mechanics of groundwater

flow. The next step is to translate the conceptual model into a mathematical model,

usually represented by a partial differential equation or set of equations accompanied

Uy approplia@ boundary and initial conditions. Conditions of continuity and conser-

uution of momentum, usually described by Darcy's law, are incorporated in the

model, Other model features include artesian or water table condition designation and

dimensionality (one-, two-, or three-dimensional). If water quality and/or heat trans-

fer considerations are to be incorporated in the model, additional equations describing

conservation of mass for the chemical species involved and conservation of energy are

required. Typically used relations are Fick's law for chemical diffusion and Fourier's

law for heat transport.
Once the mithematical model has been formulated, it can be applied to the

situation at hand. This requires converting the governing equations into forms that

facilitate solution. Ordinarily this is achieved through the use of numerical methods

such as finite differences or dnite elements to represent the applicable partial differen-

tial equations. In using a finite difference approach, for example, the region is divided

into grid elements und th" continuous variables are represented as discrete variables

at the nodal points. In this manner, the governing differential equation is replaced by

a finite nu-b"r of algebraic expressions that can be solved in an iterative way. Models

of this type find wide application in the estimation of site-specific aquifer behavior.

They have pro\ien to be effective under irregular boundary conditions, where there are

heterogeneities, and where highly variable pumping or recharge rates are expected'l

Severil types of groundwater models and their applications are summarized in

Figure 20.2.
A number of steps must be followed in modeling a targeted groundwater region'

Figure 20.3 is illustritive. The f,rst step is to define the boundaries. They may be

ptiysical, such as an impervious layer, or arbitrary, such as the choice of a politically,

Approximate equations
numerically resulting
in a matrix equation
that may be solved
using a computer

Simplify equation so
that solutions may

be obtained by
analytical methods



Applications

Seawater intrusion 
'Geothermal Land subsidence

Regionai aquifer Land fills
analysis

Water supply

Dewatering
operauons

Thermal storage

Heat PumP

Thermal poliution

Near-well
performance

Waste injection

Groundwatel- Radioactive
surface water waste storage
interactions

Holding pontls

Groundwater
pollution

Figure20.2Typesofgroundwatermodelsandtypicalapplications.(Courtesyof
the National Water Well Association, Worthington, OH')

or otherwise, defined subregion. Next, the region is divided into discrete elements by

superimposing a rectangular or polygonal grid (see Figute 20'4)'
' 

once th-e grid is determined, the controlling aquifer parameters (s. and z) and

the initial conditions are set for each grid element. If solute transport is included in the

model, additional parameters such ai hydrodynamic dispersion properties must also

be specifigd. Atter atl of these specifications hive been met, the model can be operated

and its output compared with recorded history (history matching). comparisons of

recorded values of head and other features with counterpart model predictions permit

parameter adjustments to be made until observed and computed data are considered

by the modeler to be in close agreement.
Upon completion of thelodel's calibration, it can be applied to analyze a

variety of management and/or development options. The model's prediction of the

outcomes of these alternative strategies can be a valuable aid to decision-making

processes. Examples of the types oI problems that can be addressed include: the

utilty of an aquifer to suppoit various levels of use; the impact on an aquifer of

varying naturaiand artificial recharge rates; the effects on underground storage of

weli lo-cation, spacing, and pumping rate; the rate of movement of subsurface contam-

inants; and saltwater intrusion.
while numerical groundwater models have much to recommend them, caution

must be exercised to enJure that they are used and interpreted appropriately. Prickett

notes that overkill, inappropriate piediction, and misinterpretation are three ways in

which groundwater -#"t, can Ue misused.s To avoid these pitfalls, both the modeler
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illiiT3:':,",*itlffi,ffi:ff tlSl 
use' ( c ourtesv or the Nation ar water

and user must understand the underlying assumptions upon which the model was
founded, its limitations, and its sources of errors. Used wisely, models can be powerful
decision-making aids. Used inappropriately, they can lead to erroneous and some-
times damaging proposals.

20.2 FINITE-DIFFERENCE.METHODS

Digital simulation requires an adequate mathematical description of the physical
processes to be modeled. For groundwater flow this description consists of a partial
differential equation and accompanying boundary and initial conditions. The govern-
ing equation is integrated to produce a solution that gives the water levels or heads
associated with the aquifer being studied at selected points in space and time.
The model can simulate years of physical activity in a span of seconds, so that the
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A.r

(a)

Ly ..,--V ^ t,  /_-/  |  1"
, /1  .1 , /' 

4Finitedifference
/  , , . ,  a

/ srld DlocK

(b)

Figure 20.4 (a) Map view of aquifer showing well field and boundaries. (b) Finite-dif-

i"r""n"" grid{oi aquifir study, wGre Ax is the spacTqii lhu 
t 

*ection' 
At' is the spacing

in tt" y-at"rtion, and f is itre aquifer thicknesg. Solid dots: block-center nodes; open

circles: source-sink nooo tcoo*sy of the National Water well Association, worthing-

ton. OH.)
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consequences of proposed actions can be evaluated before decisions involving con-
struction or social change are implemented. The expectation is that the model runs
will lead to wiser and more cost-effective'decisions. *

The finite-difference method is based on the subdivision of an aquifer into a grid
and the analysis of flows associated with zones of the aquifer. The equation that must
be solved is derived from continuity considerationq and Darcy's law for groundwater
motion. This yields the followirig partial differential equation (a version of Eq. 18.41),
describing flow through an areally extensive aquifer. Note that the equation presented
here describes the two-dimensional case:

(20.r)

where h : total hydraulic head (L),
x : x direction in a cartesian coordinate system (L),
y : y direction in a cartesian coordinate system (L),
S : specific yield of the aquifer (dimensionless),
Z : transmissivity of the aquifer (I]lT)
V[ : source and sink term (L/T)

In the above equation, vertical flow velocities are considered to be negligible
everywhere in the aquifer. The following assumptions are implict in the derivation: the
flow is two-dimensional; fluid density is constant in time and space; hydraulic conduc-
tivity is uniform within the aquifer; flow obeys Darcy's law; and the specific yield of
the aquifer is constant in space and time. Equation 20.1 is nonlinear for unconfined
aquifers because transmissivity is a function of head and thus the dependent variable.

In order to integrate Eq.20.I, initial values of head, transmissivity, saturated
thickness of the aquifer, and the amounts of water produced by sources and sinks must
be identified for every point in the region of the integration. The specific yield and
location of geometric boundaries must also be defined. Unfortunately, analytic
solutions to Eq. 2O.l are impossible to obtain except for the most trivial cases. It is
thus necessary to resort to numerical integration techniques to obtain the desired
answers.t ' to-to

Application of finite-difference techniques to groundwater flow problems re-
quires that the region of concern be divided into many small subregions or elements
(Fig. 20.5). For each of these elements, characteristic values of all the variables in
Eq. 20.I are specified. These values are assigned to the centers of the elements, which
are called nodes. The heads in adjacent nodes are related through a finite-difference
equation, which is derived from Eq. 20.1. These difference equations can be derived
by an appropriate Taylor's series expansion or by mass balance considerations.8 The
resulting algebraic equations can then be solved simultaneously to yield the heads at
each node for each time step considered.

It should be understood that the simulation methods presented in this chapter
are pointed toward the analysis of regional rather than localized groundwater prob-
lems such as the prediction of the drawdown at a particular well. In such cases, the
methods discussed in Chapter 19 are usually the most appropriate. Here we,are
mainly concerned with water level or head changes that might occur over a large area
due to prescribed water-use practices.

s#P.N#ot:s!+w
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l ,  nd
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Figure 20.5 Subdivision of a region of integration into computational elements for a finite-

difference Problem formulation.

Boundary Conditions

In order to integrate Eq.20.l,the governing boundary conditions must be-specified'

Two types of bJundary condition aie discussed here. Others were presented in Chap-

ters 18 and 19.
Where the region of integration is limited by a political or arbitrarily chosen

boundary, it is oftei the policy to employ a constant-gradient boundary condition'10

In this "ur", unar.umption is made that the gradient of the water table will not change

along the boundary even though the water llvel may rise or fall. Where streams with

interconnections to the groundwater system are encountered, stream boundary condi-

tions are employed. Constant-gradient boundaries are expressed mathematically as

a h l \

* : 8 1 x ' ! )
(20.2)

where g\x, y): a constant specified at the location x, y throughout the period of

simulation (dimensionless)
/z : hydraulic head (L)
s : direction perpendicular to the boundary (L)

Stream boundaries are expressed as
h : f(x, Y, t)

w h e r e f ( x , y , / ) = a n u n k n o w n f u n c t i o n o f t i m e a t t h e l o c a t i o n x ' y
(dimensionless)

h = hydraulic head (L)

(20.3)
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The volumetric rate of flow across the constant-head boundaries described by
Bq.20.2 can be modeled at each time step using the Darcy equ-ation:ro

o: rfrtr
where  h :head(L)

Al = dummy variable denoting the length of the side of the subregion
perpendicular to s (L)

s : dummy variable denoting the direction of flow perpendicular to the
boundary (L)

p : volumetric discharge (LilT)
Z : transmissivity at the boundary (IllT)

Use of this equation at a boundary is illustrated by the notation of Fig. 20.6.

Consider the flow from left to right in the x direction across the left-hand side of the

elemental region depicted. The node i - I, j lies outside the region of integration and

thus it may be assumed that no information about it is available. An assumption may

be made to circumvent this problem. It is that the transmissivity across the boundary
is uniform and equal to Tt,t.

In finite-difference form the head change term in Eq. 18.26 can be stated as

a h  _ h i . j - h i - l , j

6x A,x

But the headh,-r,, does not exist, and another approximation is required,

h, , i  -  h , - r , i  :  h i * r , j  -  h i , j

These two expressions are then substituted in Eq. 20.4 to yield

Q;-r/", i :  f , , ,u#'LY

Boundary
where
6h  = r .
dx

i _ 1  i

.  
' a ^ ' '

Figure 20t6 Subregions adjacent to a constant-
gradient boundary.

(20.4)

(20.s)

(20.6)

(20.7)
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At the beginning of each time step, a new volumetric flux is calculated along each
constant-gradient boundary. This is accomplished by using the heads and transmissiv-
ities computed in the previous time interval. .

Surface streams are sometimes treated as constant-head boundaries in ground-
water problems. The assumption is adequate where the water level in the surface body
is expected to remain unchanged during the time period of the modeling process. In
many instances, however, surface flows, and hence heads, are significantly affected by
withdrawals or recharges to the interconnected groundwater system. They may then
be a limited source of water supply for the groundwater. system. To accommodate the
surface water-groundwater linkage, a leakage term may be applied.to This expression
may take the form

(20.8)

where b, , : thickness of the streambed (L)
hi,i.t : head in the aquifer at node i, j, at time k; k : 0 indicates initial

conditions (L)
k;,; : hydraulic conductivity at node i,.i (LlT). t

When Eq. 20.8 is used, the stream is considered to cover the entire area repre-
sented by the related node. After each time step the leakage from the stream to the
aquifer is calculated and streamflows are depleted accordingly. If the streamflow at a
particular node becomes zero, the model can be made to note that the stream is dry
and break the hydraulic connection atthat point.l0

Time Steps and Element Dimensions

The success of any finite-difference scheme depends on the incremental values as-
signed the element dimensions and the time steps. In general, the smaller the dimen-

sions of elements and time increments, the closer the finite-difference approximation
to the differential equation. However, as these partitions are made smaller, a price in
computational costs and data needs must be paid. Furthermore, oversubdivision may

even bring about computational intractability. Thus the object is to select the degree
of definition that results in an adequate represehtation of the system while keeping
data and computational costs at a minimum. There are procedures for making such
selections, but, except for a brief discussion in the following section, they are not
presented here.lo-la

One.Dimensional Flow Model

To illustrate the finite-difference approach to groundwater problem solving, a one-
dimensional conceptualization is discussed. Although most practical-scale models are

two- or three-dimensional in character, their development is only an extension of the
one-dimensional case. For details of some of the more complex models the reader
should consult the appropriate references.6-8'i0-1s The book by McWhorter and

Sunada is easy to read and includes excellent example problems.8 The treatment of

one-dimensional flow taken here follows the approach of that reference.

leakage,,r,1 = -fi{n,.,.r h,i,o)
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Downstream head I{,

H 6 * H u a t t = 0

h i * t

I lD - cons tan ta t t >0

Confined aquifer

l+Ay+l
Figure 20.7 Grid notation for a one-dimensional groundwater flow case. (After
McWhorter and Sunada.8)

Let us consider a one-dimensional flow in a confined aquifer system such as that
illustrated by Fig. 20.7 .lt is assumed that the flow is unsteady and that the flowlines
are parallel and not time dependent. On this basis, a unit width of the aquifer can be
studied and observations made about it can easily be translated to the total system. As
shown in the figure, the unit width of the aquifer is A.r. The flow region is overlaid by
a grid, and for each grid element, values of hydraulic conductivity Kr, element length
y,, aquifer thickness b,, storage coefficient Si, and the initial values of head h, must be
specified. The mass balance for grid element I requires that the inflow (Qr-t-,) from
element I - 1 to element I minus the outflow {Qt-,*r)fromelement lto element I * I
must be balanced by the rate of change in storage which occurs in element i, LV,/LI.

To simplify the problem, let us further consider that the aquifer is of uniform
thickness and that it is homogeneous and isotropic. Thus the values of K, ,S, b, and Ay
are constant, and we shall consider that from studies of the aquifer properties, they
are also known. Therefore it mav be stated that

K t : K z : ! . . : K ^ : K

S r : S z : . . ' : S . : S

b t : b z : ' , , : b * : b

N r :  L Y ,  =  '  ' �  ' � :  L Y - =  N (20.e)

where the subscript ln represents the total number of grid elements. Using this notation
and Fig. 20.7, we can see that the flow from element i - 1 to I is

Upstream
head Hn

Flow

-----w

(20.10)

where i : the element number
n : the selected time

Equation 20.10 is recognized as Darcy's equation. It is assumed in this repre-
sentation that the head generating the flow at time n is the difference between the
average heads at the two adjacent elements divided by the distance between their
centers (nodes). This approximation approaches exactness as Ay diminishes to zero.

.  O i - r - i :  
-UOO' |  

; i  

'
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The ireaA appearing in Eq. 20.10 is the cross-sectional area of flow and is

obtained as the product of Al and b. Since we are dealing with a unit width of aquifer,

A.r : 1 and since b is a constant by definition here, Eq. 20.10 mtry be written

hl - h,!
o , -  - ' :  - 7 " i  '  " i - t

Ay
(20.11)

(20.1s)

where 7 : Kb. A similar expression for the flow from element ito i * 1 may be

obtained:

(20.r2)

Equations 20.11 and 20.12 represent the inflow and outflow from element i. Consid-

ering that continuity conditions must be met, this change in flow across the element

*urt b" balanced by the change in storage which occurs during the time step. This is

siven as

f r : ' . ( r y ) ' (zo.tz)

Now inserting these three expressions in the continuity equation (inflow - outflow :

change in storage), we get

(-rhi  - ,ni  
)  -  f  -rhi- ,--  hi)  :  ,  6,(h' lo '^.  

t ' ' i )  
1zo.r+i

\  Av  /  \  AY  /  
' \  ^ t  /

By rearrangement, the equation becomes

which is known as the explicit or forward difference form of the finite-difference

equation if n is designated as the current value of time. If, on the other hand, n is

defined as / + Ar, thin the equation is the implicit or backward difference equation.

Each of these forms has its own solution techniques.8 The explicit solution to Eq. 20.15

will be discussed here.
By letting n : t inF;q.2O.l and rearranging, one obtains

tur+^, - 
ffirr;, + hi-) + nllr ##] (20.16)

In this case the spabe derivatives are centered at the beginning of the time step and the

single unknownls h!*^'. Equation 20.16 canbe solved explicitly at each element for

the head at the next period of time. The solution depends only on a knowledge of the
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an unstable condition. Irt
stability is assured if

the one-dimensional homogeneous case discussed here,

(20.r7)T L t  1
s/,vY < t

EXAMPLE 2O.T

The equation shows that the choice of time and space increments is not independent.

Satisfaction of Eq. 20.17 does not guarantee an accurate approximation, however; it

only provides for a stable solution.8

Refer to the one-dimensional flow problem of Fig: 20.8. Let us assume that the

element length is 4 m and that the thickness of the confined aquifer is 2 m. It is further

assumed thit the head at the left and right sides of the region is 8 m at / : 0 and that

the head on the right side takes on the value 2 mfot all t greatet than zero. K :

0.5 m/day and S : 0.02. As shown in the figure, there are five elements. Using the

notation of eq. 20.16, the initial condition is hf; : 8.0 m. Use the explicit method to

determine future heads.

Solution

1. First a determination must be made of the time step to use. This may be

accomplished using Eq. 20.17.

s(Ay)': ; W :  0 . 1 6  d a v s

The value of Zused in the above expression was obtained using the relation

T : K b :

Z : 0 . 5 X 2 . 0 : 1 . 0

To be on the safe side, we shall choose a time step of 0.1 days, although any

value less than 0.16 would have assured stability.

A ) = 4 m

Figtrre 20.8 Sketch for Example 20.1.

1
L t  < -

8 m
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2."For the first time step, t : 0.1, we can
heads for the other elements using Eq.
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calculate h'a* ^' and corresponding
20.16. Thus

* " 0 f , - r f u l,  , ,411 -s(Ay),1h,;", : 
f# @? + hg)

and substituting numerical values, we get

, n ,  1 . 0 ( o l )  ^ f .  2 ( 1 . 0 ) ( 0 . 1 ) l/,1' : (ffi(2.0 + 8.0) + 8.olt - 
drn+Fl

:  3 . 1  +  3 . 0  :  6 . 1 3  m

Since ft? and ho2: 8.0 m and since h, : 8,0 by definition, it can easily be
shown using Eq. 20.16 thatthe values of hlr and hl't ate not changed from
their original level of 8.0 during the first time step.

3. Now consider the second time step, t + Lt = 0.2 days. For element 4,

h2, : 
#(h2, + hg\ + nZ'lt - 

#]
I

:  0.31Q.0 + 8.0) + 6.13(0.37 ) :  5.4 m

For element 3

hg':  f f i (h: '+h9\+l , l ' [ r  
-  

f f i ]
:  0 . 3 1 ( 6 . 1 3  +  8 . 0 )  +  8 . 0 ( 0 . 3 7 )  : 7 ' 4 m

Element 2 does not have a head change until the third time step.

4. The process demonstrated is repeated until the heads have been calculated
for the total time period of interest. For this example, they will ultimately
reach equilibrium conditions. rl

This example problem illustrates the mechanics of the finite-difference proce-
dure. Problems of practical scale would require the use of a computer, but the ap-
proach would still be the same.

20.3 FINITE.ELEMENT METHODS

The most widely used numerical techniques for solving groundwater flow problems are
the finite-difference and finite-element methods. The finite-element method is similar
to the finite-difference method in that both approaches lead to a set of N equations in
Nunknowns that can be solved by relaxation.6 Nodes in the finite-element method are
usually the corner points of an irregular triangular or quadrilateral mesh for two-
dimensional applications, while for three-dimensional applications, bricks or tetrahe-
drons are commonly used. The size and shape of the elements selected are arbitrary.
They are chosen to fit the application at hand. They differ from the regular rectangular
grid elements used in finite-difference modeling. Elements that are closest to points
of flow concentratien such as wells are usually smaller than those further removed
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from such influences. Aquifer parameters such as hydraulic conductivity may be kept
constant for a given element but may vary from one to another. To minimize the
variational function, its partial derivative with respect to head,,is evaluated for each
node and equated to zero. The procedure results in a set of algebraic equations that
can be solved by iteration, matrix solution, or a combination of these methods.ra
Finite-element modelers must understand partial differential equations and the cal-
culus of variations.6

The finite-element approach offers some advantages over the finite-difference
technique. Often, a smaller nodal grid is required, unA tnir offers economies in
computer effort. The finite-element approach can also accommodate one condition
that the finite-difference approach is unable to handle.6 When using the finite-
difference method, the principal directions of anisotropy in an anisotroplc formation
are parallel to the coordinate directions. In cases whele two anisotropic formations
having different principal directions occur in a flow field, the finite-difference ap-
proach cannot produce a solution, whereas the finite-element approach can. TLe
finite-element technique can be used to simulate transient aquifei-performance. A
detailed discussion of the finite-element technique is beyond the scope of this boor<,
but there are many good references for the interested reader.6'rs ts.zi

,

MODEL APPLICATIONS

To illustrate how simulation models can be used to provide insights into water man-
agement schemes, a model analysis of the Upper Big Blue basin aquifer in Nebraska
is presented' The study was conducted by the Conservation and Survey Division of the
University of Nebraska under the direction of Huntoon.l0

The use of groundwater for irrigation in the Upper Big Blue basin was observed
to be rapidly increasing and by 1972 about 3.: wetlslmit iere in operation. At that
time farmers were becoming concerned about the progressive decline of water levels
and were seeking guidance about the efficiency of implementing some form of basin-
wide water management pro€ram. The Universiry of Nebraski designed a model to
evaluate the situation and to explore various proposals for recharging:the aquifer and
for estimating the long-term consequences of siveral scenarios of water use in the
basin.

The study area is shown in Fig. 20.9. Generally the water table is free in the
region of interest' Figure 20.10 shows the configuration of the water table as observed
in 1953. For modeling purposes, the water-level contours shown were considered to
be representative of predevelopment conditions. This assumption was based on the
fact that groundw-ater withdrawals before this time were not extensive. It was also
surmised that the Lonburs represented a water table in which an equilibrium existed
between natural recharge and discharge in the region. Transmissivities were estimated
from drill-hole sample logs recorded in the area. These values are needed for
modeling and are also important indices of the potential yield of wells that might be
constructed.

As might be suspected, the information of most concern to the local landowners
and water planners was the rate of decline of the water table. In particular, it was

20.4
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desired to knbw how rapidly the groundwater resource would Le depleted, where and

when water level declines would pose an economic constraint on water use, and what

impacts future developments and/or management would have on thdrate of decline.

The model developed to explore these features was a two-dimensional represen-

tation of flow through an areally extensive aquifer.lo Equation 20.1, along with the

appropriate boundary conditions, constituted the model. The region shown in

n1g.Z0.S was divided into a finite-difference grid and, after substitution of the nodal

ualu"t of Z and S, the model was operated to predict water-level changes to the year

2020 for various policies of recharge and for several levels of development. Calibra-

tion of the model was accomplished using historic data. The model was operated over

the period 1953-1972 using the known distribution of wells and the average net

pu-pug" per well to establish a match between observed and estimated water-level

"ttung"i. Once this was accomplished, the simulation of future trends proceeded.

Figures 20.II and20.12 show the correspondence achieved in the matching process.

On the basis of the model studies, it was determined that water levels in the study

area would continue to decline even if development was limited to the l912level. It

was further predicted that some parts of the area would experience severe groundwa-

ter shortagei by the year 2000. It was found, however, that by employing artificial

recharge frethods, permanent groundwater supplies could be assured. To assess the

effects of artificial recharge, two water delivery systems were modeled. Both of these

delivered water from Platte River Valley sources to recharge wells located in the

project area. Using these two water delivery systems, three recharge schemes were

ii-ulut"d. The gross effect of introducing the recharge wells was the cancellation of

the effects of the proportionate number of pumping wells. Figure 2O-I3 shows the

computed water-level changes at one location under a graduated development plan

(projected on the basis of the 1972 rate of development) with no recharge and.then

wlth graauated development for each of the three recharge schemes. The continual

downward trend in waier level with no recharge (curve 1) clear$ shows the nature of

the problem in the Upper Big Blue basin. The other cUrves depicting the three artificial

,""hurg" options show that stability can be achieved if such an approach is taken.

While the costs of implementing artificial recharge might be excessive, it is

apparent that any long-terrn solution to the declining water table problem, short of

reducing use, would require a supplemental source of water.
Operation of the model provided useful insights into the nature of the water table

problem and suggested that irrigators should be making some important water man-

agement decisions about their future mode of operation. .^ ^-
The modeling of groundwater systems is complex.lo-25 In structuring models

such as that just discussed, simplifying assumptions must usually be made. These have

to do with aquifer pbrameters such as transmissivity, specific yield (for unconfined

aquifers), and storage coefficient (for confined systems)' Furthermore, the boundary

conditions are normally approximations of what occurs in the physical system. and

assumptions about the uniformity of materials in various subsurface strata are some-

times crude. This does not mean that groundwater models cannot be expected to yield

useful results. It does imply that the users of the models must be cautious about how

they interpret the output. For example, an areally extensive aquifer model such as that

developed by Huntoon for analyzing the Blue River problem can be expected to give
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A rl-- Computed trend

1 / \/
V Measured water levels

v

Y V
1964 1965

Year

t967 1968 1969 1970 r97I 1972 1973

Figure 20.1.2 Measured and computed water-level trends' (After Huntoon'10)'

reliable information about water-level trends for various conflgurations of develop-

ment. It should not, on the other hand, be considered an accurate predictive tool for

monitoring the water-level change at some specific point in the region of concern. This

type of information could be derived only from a more detailed modeling of the

lolafif surrounding the point. The information provided by the Blue River model was

targeted to show local landowners what the future might hold for several development

levels and for several management options. The actual water levels predicted by the

model were not of central concern; what was of interest was the determination that

unless future development was restricted and supplemental water provided, or unless

current uses could be significantly reduced, the outlook in the next 50 years was not

good for irrigated farming.
The model thus provided the basis for making some quantitative observations

about the future. It also provided insights into the relief that might be expected from

artificial recharge. Beyond that, it could be used to model other possible management

t962t9611960t95919581956

Figure 20.13 Computed water-level
changes under a plan of graduated develop-
ment for conditions of (1) no techatge, (2)

recharge under Scheme 1, (3) recharge un-
der Scheme 2, and (4) recharge under
Scheme 3. (After Huntoon.lo)

2010 2020
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options. A,model such as this, carefully used and properly interpreted, can thus add
a powerful dimension to decision-making processes.

20.5 GROUNDWATER QUALIW MODELS

Groundwater quality has become a major source of concern in recent years. This has
come about from the realization that many groundwater sources that were at one time
considered almost pristine have now been degraded in quality by seepages from
dumps, leakage from industrial waste holding ponds, and by other waste disposal
and/or industrial and agricultural practices. To deal with such problems,'there has
been an expanding movement to develop quantitative techniques to understand the
mechanics of groundwater quality. These models, although not as advanced as their
surface water counterparts, are now beginning to play an important role in water
quality management.

The subject of groundwater quality modeling is complex and under rapid devel-
opment. Accordingly, a thorough treatment of the subject is beyond the scope of this
book. The importance of this topic cannot be overemphasized, however, and the
reader is encouraged to consult the references at the end of the chapter, specifically
Refs. 6 and 26-30.

In 1974, Gelhar and Wilson developed a lumped parameter model for dealing
with water quality in a stream-aquifer system. The nomenclature and conceptualiza-
tion of their model are shown in Fig. 20.14.2e The rationale for using a lumped
parameter approach was that when dealing with changes in groundwater quality over
long periods of time, temporal rather than spatial variations are most important.

Changes in water table in the Gelhar-Wilson (GW) model are represented by
the following equation:

- q + e * q , - e p (20.18)

where average thickness of the saturated zone
average effective porosity
natural recharge rate
natural outflow from the aquifer
artificial recharge/unit area
pumping ratelunit area
time

This is just another form of the continuity equation relating inflow, outflow, and the
change in storage (lefrhand term in Eq. 20.18). The change in concentration of a
constituent is given by

dh
n - =' d t

h -
p :
e :

4 , :
Q p :

T _

, d c
P n d t - (e -l q, -t aph)c : ec. * q,c, (2o.re)
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€ .  C t

(b)

Figure 20.L4 Schematic of the Gelhar-Wilson model' (After
Novotny and Chesters.2a)

where c: concentration
c; : coflcefltration of the natural recharge
c, : concentration of the artificial recharge
c : a first-order rate constant for degradation of the contaminant

The GW model assumes that dispersion is negligible. This assumption may be

made on the basis that the objective of the model iS to estimate regional-average

concentratiolrs.2e The model also provides for the determination of hydraulic and

solute response times for the system. These are measures of the lag that occurs in the

moue-"ni of both water and constituent inputs to the system. Gelhar and Wilson

assume that the response of an aquifer to a specific input can be likened to that of a

well-mixed linear reservoir. Their studies showed that the model's determination of

the concentration of constituents leaving an aquifer is representative of the average

concentration of the constituent in the aquifer. On this basis,,it appears that the model
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is well suited to estimating the quality of groundwater discharging to a surface stream,
providing-ihe aquifer is narrow relative to the length along which discharge occurs.

Groundwater in a regional aquifer system is constantly in motion. The amount stored
at any time is affected by artificial and natural-recharge, evapotranspiration, flow to
springs and surface water courses, and by collection devices such as wells and
infi ltration galleries.

Natural hydrologic states may be significantly affected by human activities.
Aquifer depletions having regional and national economic implications are not un-
corlmon. Depletion of the Ogallala aquifer in the central United States by long-term
and extensive water withdrawals for irrigation is a good example. On the other hand,
water levels have been made to rise, sometimes inadvertently, by human intervention.
Leaky irrigation canals in central Nebraska were at one time responsible for ground-
water level rises in some farming locations of a magnitude sufficient to jeopardize use
of the land. Once major problems of depletion or over-replenishment occur, they are
not easily dealt with. In general, a safe-yield policy for groundwater management has
merit and should be considered.6'30.

Regional groundwater flow problems are usually modeled by an equation
combining Darcy's law and the equation of continuity. The resulting partial differen-
tial equationo or set of equations, describes the hydraulic relations within the aquifer.
To effect a solution to the governing equation(s), the aquifer's hydraulic features,
geometry, and initial and boundary conditions must be determined. Unfortunately,
many groundwater problems exist for which exact analytic solutions cannot be ob-
tained. In such cases, it is necessary to rely on numerical methods for modeling. Under
such circumstances, an approximate solution is obtained by replacing the basic differ-
ential equations with another set of equations that can be solved iteratively on a
computer. Both finite difference and finite element methods are applicable.

The finite difference approach described in this chapter replaces the governing
partial differential equations with a set of algebraic equations. These can be solved on
the computer to produce a set of water table elevations at a finite number of locations
in the aquifer.

Once the groundwater model has been calibrated, it can be used to predict the
outcomes (impacts) of alternative development and/or management strategies pro-
posed for an aquifer. Such analyses are valuable adjuncts to decision-making pro-
cesses. Models can, for example, simulate the effects of opening new well fields,
analyze changed bperating practices for existing well fields, explore schemes for
artificial recharge, and predict the impacts of proposed irrigation development plans.
Groundwater models can be applied to unconfined aquifers, semiconfined aquifers,
confined aquifers, or any combination thereof. They can accommodate large varia-
tions in aquifer parameters such as hydraulic conductivity and storage coefficient, and
they can be used to analyze unsteady as well as steady flow problems.
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Refer to Fig. 20.8. Assume that the element length is 5 m and the thickness of the

confined aquifer is 2.5 m. The head at the left and right sides is 8.1 m at r : 0, and

the head on the right is 2.5 m for all r > 0. K : 0.5 m/day and S : 0.02. Use the

explicit method to determine heads at future times.

Refer to Fig. 20.8. Assume the element length is 10 ft and the thickness of the confined

aquifer is 8 ft. The head at the left and right is 21 ft at t : 0, and it drops on the right

side to 8 ft for all t > 0. K: 1.5 ftlday-and s : 0.02. use the explicit method to

calculate future heads.

Refer to Fig. 20.12. Aside from the trend, what else can you deduce from studying this

figure?

Discuss how you would go about designing a grid for a regional groundwater study.

What types of boun{ary conditions might you specify? Why?
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Chapter 21

r Prologue

lntroduction to Hydrologic
Modeling

The purpose of this chapter is to:

. Introduce the types and classes of hydrologic models.

. Illustrate the limitations, alternatives, steps, general components, and data
needs of hydrologic simulation models.

. Present a philosophical protocol for performing successful modeling studies.

. Give an overview of groundwater model types.

. Distinguish the need for separate, specific procedures detailed i4 subsequent
Chapters 22, 23, 24, and 25.

Information regarding rates and volumes of flow at any point of interest along a stream
is necessary in the analysis and design of many types of water projects. Although
many streams have been gauged to provide continuous records of streamflow, plan-

ners and engineers are sometimes faced with little or no available streamflow informa-
tion and must rely on synthesis and simulatlon as tools to generate artificial flow
sequences for use in rationalizing decisions regarding structure sizes, the effects of
land use, flood control measures, water supplies, water quality, and the effects of
natural or induced watershed or climatic changes.

The problems of decision making in both the design and operation of large-scale
systems of flood control reservoirs, canals, aqueducts, and water supply systems have
resulted in a need for mathematical approaches such as simulation and synthesis to
investigate the total project. Simulation is defined as the mathematical description of

the response of a'hydrologic water resource system to a series of events during a

selected time period. For example, simulation can mean calculating daily, monthly, or

seasonal streamflow based on rainfall; or computing the discharge hydrograph result-
ing from a known or hypothetical storm; or simply fllling in the missing values in a
streamflow record.

Simulation is commonly used in generating streamflow hydrographs from
rainfall and drainage basin data. The philosophies and overall concepts used in
simulation are introduced in this chapter. Chapter 22 summarizes concepts of
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streamdow synthesis by stochastic methods. Chapters 23-25provide details regard-
ing determinislic continuous models, single-event models, urban runoff and storm
sewer design models, and water quality models.

Stochastic techniques used to extend records, either rainfall or streamflow, are
classified as synthesis methods. This procedure relies on the statistical properties of
an existing record or regional estimates of these parameters. An overview of synthesis
techniques is presented in Chapter 22.

21.1 HYDROLOGIC SIMULATION

In this chapter, simulation of all or parts of a surface, groundwater, or combined
system implies the use of computers to imitate historical events or predict the future
response of the physical system to a specific plan or action. Physical, analog, hybrid,
or other models for simulating the behavior of hydraulic and hydrologic systems and
system components have had, and will continue to have, application in imitating
prototype behSvior but are not discussed here.

A few of the numerous event, continuous, and urban runeff computer models for
simulating the hydrologic cycle are compared in Table 21.1. As shown in the tabfe,
most of the models were developed for, or by, universities or federal agencies. All have
moderate-to-extensive input data requirements, and all have from 1 to 10 percent of

TABLE 21.1 DIGITAL SIMULATION MODELS OF HYDROLOGIC PROCESSES

Code name Model name

Percentage
of inputs by

Agency or organization judgmenf
Date of original
development

Continuous streamflow simulation models-Chapter 23
API Antecedent Frecipitation Index Model Private
USDAHL 1970,1973,1974 Revised Watershed Hydrology ARS
SWM-IV Stanford Watershed Model IV Stanford University
HSPF Hydrocomp Simulation Program-FORTRAN EPA
NWSRFS National Weather Service Runoff Forecast System
SSARR Streamflow Synthesis and Reservoir Regulation Corps
PRMS Precipitation-Runoff Modeling System USGS
SWRRB Simulator for Water Resources in Rural Basins USDA

Rainfall-runoff event-simulation models-Chapter 24
HEC-1 HEC-I Flood Hydrograph Package
TR-20 Computer Program for Project Hydrology
USGS USGS Rainfall-Runoff Model
HYMO Hydrologic Model Computer Language
SWMM Storm Water ManasementModel

Urban runoff simulation models-Chapter 25
UCUR University of Cincinnati Urban Runoff Model University of Cinci4natr
STORM Quantity and Quality ofUrban Runoff Corps
MITCAT MIT Catchment Model MIT
SWMM Storm Water Management Model EPA
ILLUDAS Illinois Urban Drainage Area Simulator Illinois State Survey
DR3M Distributed Routing Rainfall-Runoff Model USGS
PSURM Pennsylvania State Urban RunoffModel Pennsylvania State University

Corps
scs
USGS
ARS
EPA

1969
t970
1959
196l
t972
1958
1982
r990

1973
I 965
t972
r972
t971.

t972
r97 4
t970
I9'71
1972
1978
1979

I

I
1 0
1 0
1 0
3
5

1 0

I

5

10
1
5

z
3
5
5
I
5
5

"Judgment percentages are from U.S. Army Waterways Experiment Station.r
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inputs that are judginent pafameters. These are normally validated by repeated trials

with the models. The urban runoff models are primarily event simulation models but

have been isolated in Table 2 1 . 1 because the descriptions of urban models are deferred

to ChaPter 25.
Several of the major event and continuous streamflow simulation models shown

in Table 2!.1aredescribed in chapters 23 and24.The Stanford and HEC-1 models

are emphasized. For further referince, most models listed in Table 2I't are briefly

described, along with about 100 other models, in the publication "Models and Meth-

ods Applicable to Corps of Engineers Studi-es."1 Fleming's text plesents complete

descriptions of the SSARR, S'[iM, HSP, USDAHL' and other models'2

Classification of Simulation Models

In recent decades the science of ct

water resource systems has Passed
engineering procedure. The varied ni
has caused a proliferation of catego
classiflcations are Presented.

physical vs. Mathematical Models Physical models include analog technologies

and principles of similitude applied to smali-scale models' In contrast' mathematical

models ,"iy on mathematicafJtut"-.nt, to represent the system' A laboratory flume

rhay be a 1:10 physical model of a stream, while the unit hydrograph theory of

Chapter 12 is a mathematical model of the response of a watershed to various effective

rain hYetograPhs.

Continuous vs. Discrete Models A second classification is achieved by consider-

ing physical, analog, and some digital models as continuous because the processes

occur and are modeled continuous
necessity and advantages of slicing
qualifY as discrete models' A we

indication method for routing a flo

instantaneous reservoir discharge rz
' time.

Dynamic vs. static Models Processes that involve changes over time and time-

varying interactions can be simrrlated by dynamic models' In contrast' models that

examine time-independent procer*"* ui" irequently called static' Few hydrologic

simulation models fall into the latter category'

Descriptive vs. conceptual Models Descriptive models have had the greatest

appticaiion and are of particular interest to practicing hydrologists because they are

designed to account for observed phenomena through empiricisrn and the use of basic

fundamentals such as continuity or momentum conservation assumptions' concep-

tual models, on the other hand, rely heavily on theory to interpletphenomena rather

than torepresent the physical pto""tt. Examples of the latter include models based on
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probabiliiy theory. Recent trends in the use of artificial intelligence and expert systems
in water system modeling would classify as conceptual methods.

Lumped vs. Distributed Parameter Models Models that ignore spatial varia-
tions in parameters throughout an entire system are classified as lumped parameter
models. An example is the use of a unit hydrograph for predicting time di;tributions
of surface runoff for different storms over a homogeneous drainage area. The "lumped
parameter" is the X-hour unit hydrograph used for convolution with rain to givelhe
storm hydrograph. The time from end of rain to end of runoff is also a lumped
parameter as it is held constant for all storms. Distributed parameter models account
for behavior variations from point to point throughout the *yst"*. Most modern
groundwater simulation models are distributed in that they allow variations in storage
and transmissivity parameters over a grid or lattice system superimposed over the plan
of an aquifer. More recently, surface water systems are being analyzedthrough use of
distributed parameter Geographical Information System (GIS) technologies.

Black-Box vs. Structure-lmitating Models Both of these models accept input
and transform it into output. In the former case, the transformation is accomplished
by techniques that have little or no physical basis. The alchemist's purported ability
to transform lead into gold or plants into medicine was accomplished in a black-box
fashion- In hydrology, black-box models may sometimes transform "plants" into"medicine" even though the reasons for success are not clearly understood. For
example, a model that accepts a sequence ofnumbers, reduces each by 20 percent, and
outputs the results might be entirely adequate for predicting the attenuation of a flood
wave as it travels through a reach of a given stream. In contrast, a structure-imitating
model would be designed to use accepted principles of fluid mechanics and hydraulics
to facilitate the transformation.

Stochastic vs. Deterministic Models Many stochastic processes are approxi-
mated by deterministic approaches if they exclude all consideration of random
parameters or inputs. For example, the simulation of a reservoir system operating
policy for water supply would properly include considerations of unceitainties
in natural inflows, yet many water supply systems are designed on a deterministic
basis by mass curve analyses, which assume that sequences of historical inflows are
repetitive.

Deterministic methods of modeling hydrologic behavior of a watershed have
become popular. Deterministic simulation describes the behavior of the hydrologic
cycle in terms of ma[hematical relations outlining the interactions of various phases

' of the hydrologic clcle. Frequently, the models are structured to simulate a streamflow
value, hourly or daily, from given rainfall amounts within the watershed boundaries.
The model is "verified" or "calibrated" by comparing results of the simulation with
existing records. Once the model is adjusted to fit the known period of data, additional
periods of streamflow can be generated.

Event'Based vs. Contlnuous Models Hydrologic systems can be investigated in
greater detail if the time frame of simulation is shortened. Many short-term hydrologic
models could be classified as event-simulation models as contrasted with seauential
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or coniinuous models. An example of the former is the Corps of Engineers-single-

event model, HEC-1,3 and an example of the latter is the Stanford watershed model

developed by Crawford and Linsley,a which is normally operated to simulate three'

four, five, oi *or" years of streamflow. A typical event simulation model might use

a time increment of t hr or perhaps even I min'

water Budget vs. Predictive Models sevelal model classiflcations have arisen

that distingtish between the purposes of the model types. One important comparison

is whether the model proposes to predict future conditions using synthesized precipi-

tation and watershed conditions or
model is defined as a model or set of
of inflows, outflows, and changes in
advised that simulation model studier
use the Parameters that affirm the b

shed. For example, meteorologic dat
application amounts might be known for a given agricultural watershed' A water

budget model would be uied to determine the correct evapotranspiration (ET) formula

parameters by testing a range of values until a balance in the continuity equation

occurs for all time increments. This is often performed on a day-by-day or month-by-

month basis. once the ET parameters are derived from the water budget model'

predictive simulations of diffirent crop patterns, meteorologic conditions' or farming

practices could be performed with the satisfaction that the relationships in the model

corroborate historical water budget
outputs are measured (precipitation

. studies require the simultaneous dt
ondarY Processes such as ET, infil
spatial distribution of water applications'

Limitations of Simulation

Because simulation entails a mathematical abstraction of real-world systems' some

degree of *i,,"p,",entation of system behavior can^occur. The extent to which the

model and system outputs vary 
"depends 

on many factors' The test of a developed

simulation model consists of u"iifi"uiion by demonstrating that the behavior is consis-

tent with the known behavior of the physical system'

Even verified simulation models have limitations in uses for water resources

planhing and analysis. Simulation models will allow performance assessments of

specific schemes but cannot be used efficiently to generate options, particularly opti-

mal plans, for stated objectives. once a near-optimal plan is formulated^by some

other technique, a limited number of simulation runs are normally effective for testing

and improving the plan by modifying combinations of decision variables using ran-

dom or systeriatic sampling techniques. Techniques for generating optimal plans are

described in Section 21'3'
Another limitation of simulation models involves changing the operating proce-

dures for potential or existing components of the system being modeled' Programming

u "o*pot", to handle reservoir storage and release processes' for example, requires

large portions to define the operatin! rules, and considerable reprogramming is re-

qoir"a if other operating procedures are to be investigated.

t-
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A'fourth limitation of simulation models is the potential overreliance on sophis-
ticated output when hydrologic and economic inputs are inadequate. The techniques
of operational hydrology can be used to obviate data inadequacies, but these also
require input. Controversy over the use of synthetic data centers on the question of
whether operational hydrology provides better information than that contained in the
input.

Utility of Simulation

Computer simulation of hydrologic processes has several important advantages that
should be recognized whenever considering the merits of a simulation approach to a
problem that has other possible solutions. One alternative to digital simulation is to
build and operate either the prototype system or a physically scaled version. Simula-
tion by physical modeling has been applied successfully to the analysis of many
components of systems such as the design of hydraulic structures or the investigation
of stream bank stability. However, for the analysis of complex water resource systems
comprised of many interacting components, computer simulation often proves to be
the only feasible tool.

Another alternative to digital simulation is a hand solution of the governing
equations. Simulation models, once formulated, can accomplish identical results in
less time. Also, solutions that would be impossible to achieve by hand are frequently
achieved by simulation. In addition, the system can be nondestructively tested; prd-
posed modifications of the designs of system elements can be tested for feasibility or
compared with alternatives; and many proposals can be studied in a short time period.

An often overlooked advantage of simulation includes the insight gained by
gathering, organizing, and processing the data, and by mentally and mathematically
formulating the model algorithms that reproduce behavior patterns in the prototype.

Steps in Digital Simulation

A simulation model is a set of equations and algorithms (e.g., operating policies for
reservoirs) that describe the real system and imitate the behavior of the system. A
fundamental first step in organizing a simulation model involves a detailed analysis of
all existing and proposed components of the system and the collection of pertinent
data. This step is called the system identification or inventory phase. Included items
of interest are site locations, reservoir characteristics. rainfall and streamflow histo-
ries, water and power demands, and so forth. Typical inventory items required for a
simulatiol study and data needs that are specific to some of the models are detailed
in subsequent paragraphs.

The second-phase is model conceptualiTation, which often provides feedback to
the first phase bf defining actual data requirements for the planner and identifying
system components that are important to the behavior of the system. This step involves
(1) selecting a technique or techniques that are to be used to represent the system
elements, (2) formulating the comprehensive mathematics of the techniques, and (3)
translating the proposed formulation into a working computer program that intercon-
nects all the subsystems and algorithms.

Following the system identification and conceptualization phases are several
steps of the implementationphase. These include (1) validating the model, preferably
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by demonstrating that the model reproduces any available observed behavior for the

actual or a similir system; (2) modifying the algorithms as necessary to improve the

accuracy of the model; and (3) putting the model to work by carrying out the simula-

tion exPeriments.

Model Protocoi

Five axioms for performing successful model studies, adapted from recommendations

by Friedrich,5 are:

Evaluate the data before beginning.
Document assumPtions.
Plan and control the sequence of computer runs'

Insist on reasonableness of output.
Document, document, document.

1.
t

3.
4.
5.

Examining and evaluating the basic data are essential. An annotated, bibliographic

record of the data ,orrr."* should be maintained. It is always good advice to program \

models that output (echo) data values as they are read in. Verification of the numerical

values and proper entry of the data can be established from the echo.

Statistics such as ih" 1n"un, mode, median, range, standard deviation, skewness,

kurtosis, and rank order are often helpful in locating entry errors' Checking for

inconsistencies can identify errors. Didthe runoff occur ahead of the rainfall? Are

water levels gradually varied, or are there discontinuities? Do alphabetical characters

appear in th! data? Will blank values in the data sets be interpreted as missing or

zeros? Will zeros in the data sets result in overflows (division by zeto)? For hy-

drograph routing, does the time interval selected fall between the limits recommended

for staUltity and convergence of the numerical method used to solve the differential

equations?^ 
Assumptions are also important to the success of a simulation' Assumptions

were made by the p.og.u--"iwhen developing the mod91, and additional assump-

tions are made by userJ. Fo, "*u-ple, a program that calculates the standard deviation

from an unbiased estimating equation assumes that the sample size must be

sufficiently lafge to validate ihe estimate. A value of N = 30 is often considered

minimal. For a TP-149 (Chapter 15) application, is a 24-hr storm being used' as

assumed by the method? No computer program should be used prior to reading and

undershnding the assumptions made Uy ttre programmer and becoming aware of the

assumptions implicit in the hydrologic process that was programmed'
'ih" lor cpst of simulation can reiult in unnecessary runs and may entice users

bstantively to the information originally
purpose ofruns) and working the plan can

dtli|l,""i:#THfftime 
is onrY a smarr

r alproximate time and monetary limits to

use as a guide during a simulation project. combining several investigations in a single

run is another way to conduct arrefficient simulation. Some of the models available

a l lowth is .Forexample ,TR-20(seeChapter24)a l lowsthegenera t ionof f lood
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hydrographs from several storms at once. It is often desirable to generate the2-,5-,
' 

10-, 25-, 50-,100-, and 500-year flood discharge at a single watershed location.
The computer is able to generate far more output than the hydrologist can

analyze. Most models incorporate options allowing the user to specify output quantity.
In addition to controlling outpul, a predetermination should be made of which specific
analyses will be performed. A tabulation of key output data can be developed to
compile and evaluate trends (and make coursg corrections) after each run. Because
deterministic hydrology is about 80 percent acbounting, many opportunities exist in
simulation for assessing water budgel balances. If the total recharge to an aquifer is
less than the total outflow and withdrawls, but simulated water tables are rising, a
check of input and model parameters should be made. Writing important conclusions
on the printed output of simulation runs helps document the study and guide revisions
in future runs.

Documentation of simulation studies is generally deficient in practice. The
record should communicate the findings in a way that provides a later reviewer
general understanding of the work plan followed, decisions made, and reasons for each
run. The documentation should state assumptions made, provide samples of the input
and output, explain input preparation requirements, state how sensitive the results are
to parameter changes and assumptions, and document reasons out-of-range parame-
ters were accepted.

Documentation is an ongoing and continual task. It is especially crucial if the
model will be employed in regulatory procedures or litigation. A comprehensive
documentation process would6:

1. Include an outline description ofthe problem being studied.
2. Identify the equations, techniques, and methods used.
3. Demonstrate the model's validity to this problem.
4. Discuss the code.
5. Include all assumptions used in the code and in preparing the input.
6. List published or known limitations or ranges of the applicability of the

model.
7. Characterize the uncertainties in the model; describe sensitivity tests.
8. Describe parameters and data sets used.
9. State the regulatory or legal criteria incorporated in the model.

10. Describe the verification, whether with test data or analytical solutions.
11. Include a narrative description of the results, indicating any unexpected or

unusual outcomes.
Present any other details deemed relevant.
Discusithe model used.
Document chanses made in the model code.

Components of Hydrologic Simulation Models

Numerous mathematical models have been developed for the purpose of simulating
various hydrologic phenomena and systems. A general conceptual model including
most of the important components is shown in Fig. 21.1; several others are described

12.
13.
14.

subsequeht$. Irnported water in the lorygl leJt could be input to reservoir or ground-
)
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System outflow

Snow accumulation
and melt

Overiand flow
direct runoff

Depression
storage

System outflow

SYstem inflow System rntlow

Figure2l..l.Componentsofasurfaceandsubsurfacewaterresourcesystem.

water storage or channel flow, or it might be guided directly to water allocations on

the far rlgtriif either storage or distribuiion were deemed unnecessary. The routing of

channel flo* o, overland flow could be accompdbhed by simple lumped parameter

techniques, or solutions of the unsteady-state flow eq-uations for discrete segments of

the channel could be used. In other words, the selection of techniques and algorithms

to fepresent each component depends on the d9ere9 of refinement desired as output

and also on knowledgl of the system. A distributed parameter approach is justifled

only when available information is adequate. Components of models are described in

ChaPters 22-25.

Data Needs for Hydrologic Simulation

The simulation 6f all or part of a water system requires a data inventory as part of the

initial planning proc"ts. Most model input data requirements (90 percent or mofe) are

map or tield ariaitable, or can be empirically determined or obtained from engineering

, handbooks and equations. A general list of data inventory topics that encompasses

most hydrologic - economic modeling needs follows'

A. Basin and Subbasin Characteristics
l, Lagtimes, travel times in reaches, times of concentration'

2.Contributingareas,depressions,meanoverlandflowdistancesandslopes'
\--
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3. Design storm abstractions: evapotranspiration, infiltration, depression, and
interception losses. composite curve numbers, infiltr_ation capacities and
parameters, @ indexes.

4. Land-use practices, soil types, surface and subsurface divides.
5. Water-use sites for recreation, irrigation, flood damage reduction, diver-

sions, flow augmentation, and pumping.
6. Numbering system for junctions, subareas, gauging and precipitation sta-

trons.
7. Imprevious areas, forested areas, areas between isochrones, irrigable

acreages.
B. Channel Characteristics

1". Channel bed and valley floor profiles and slopes.
2. Manning or Ch6zy coefficients for various reaches, or hydrhulic or field data

from which these coefficients could be estimated.
3. Channel and valley cross-sectional data for each river reach.
4. Seepage information; channel losses and base flows.
5. channel and overbank storage characteristics, existing or proposed chan-

nelization and levee data.
6. Sediment loads, bank stability, and vegetative growth.

Meteorologic Data
1. Hourly and daily precipitation for gauges in or near the watershed.
2. Temperature, relative humidity, and solar radiation data.
3. Data on wind speed and direction.
4. Evaporation pan data.

Water Use Data
1. Flows returned to streams from treatment plants or industries.
2. Diversions from streams and reservoirs.
3. Transbasin diversions from and to the basin.
4. Stream and ditch geometric properties and seepage characteristics.
5. Irrigated acreages and irrigation practices, including water use efficiencies.
6. Crop types and water consumption requirements.
7. Past conservation practices such as terracing, insfallation of irrigation re-

turn pits, and conservation tillage.
Stock watering practices.
Presence and types of phreatophytes in stream valleys and along ditch
banks.

E. Streamflow Data
1. Hourly, daily, monthly, annual streamflow data at all gauging stations,

includin$ statistical analyses.
2. Flood frequency data ani curves at gauging stations, or regional curves for

ungauged sites, preferably on an annual and seasonal basis.
_3. Flow duration data and curves at gauging stations (also any synthesized

data for ungauged areas).
4. Rating curves; stage-discharge, velocity-discharge, depth-discharge

curves for certain reaches.

c.

D.

8.
9.
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$, Flooded area curves.
6. Stage versus area flooded'
7. Stage versus frequencY curves'
8. Stage versus flooi damage curves, preferably on a seasonal basis.

9. Hydraulic radius versus discharge curves'
10. Sireamflows at ungauged sites as fractions of gauged values.

ll. Return flows as fractions of water-use allocations diverted for consumptive

use.
12. Seasonal distributions of allocations to users'
13. Minimal streamflow to be maintained at each site'

14.Masscurvesandstorage_yieldanalysesatgaugedsites'
F. Design Floods and Flood Routing

l. Design storm and flood determination; temporal and spatial distribution and

mtenslty.
2. Maximum regional storms and floods'
3. Selection.and verification of flood routing techniques to be used and neces-

sary routrng parameters.
4. Base flow estimates during design floods'
5. Available records of historic floods'

G. Reservoir Information
L. List of potential sites and location data'
2. Elevation-storage curves.
3. Elevation-area curves.
4. Normal, minimal, other pool levels'
5. Evaporation and seepage loss data or estimates'
6. Sediment, dead storage requirements'
7. Reservoir economic life.
8. Flood control operating policies and rule curves'

9. Outflow characteristics, weir and outlet equations, controls.

10. Reservoir-based recreation benefit functions'
L1. Costs versus reservoir storage capacities'
12. Purposes of each reservoir and beneficiaries and benefits.

Nonmodeling Assessments

After researching the available data and information, the need for simulation can be

assessed. If a decision is made to proceed, the appropriate simulation model can be

selected, a sequence planned, and data prepared'
Transformation of raw data into usabie form does not always require a simula-

tion model. Much of the usual information needed for water resources assessments can

be prepared by hand or by using analytical procedures available in microcomputer

format.Typicalnonmodelinganalysesincludethefollowing:

1. Identify water-user groups and all basin sites for hydropower produc-

tion, reservoir-based-recreation, irrigation, flood damage reduction from
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t

3.

4.

7.

8.

6.

reservoir capacity, industrial and municipal water supply, diversions, and
flow augmentation.
Compile annual and seasonal streamflows and flood records at each gauged
site for the period of record at each site.
Determine the fraction of the allocation to each consumptive use that is
assumed to return to the stream at each user site in the basin.
Perform frequency analyses of annual streamflow and flood values at each
gauge site in the basin.
Determine for each reservoir site the eVaporation and seepage losses.
Select mean probabilities to be used in the firm and secondary yield analy-
SES.

Develop flood peak probability distributions at each potential flood damage
center or reach in the basin.
Determine the fraction of water to be allocated during each period to each
water-use site in the basin.

9. Determine existing and proposed hydropower plant capacities and load
factors.

10. Identify any minimal allowable streamflows to be maintained for flow aug-
mentation at each flow augmentation reach in the basin.

11. Specify any maximal or minimal constraints on any of the annual or sea-
sonal water allocations, storage capacities, or target yields.

12. Specify any constraints on maximal or minimal dead storage, active stor-
age, flood control storage, or total storage capacities at any or all of the
reservoir sites in the basin.

13. Determine annual capital, operation, maintenance, and replacement
(OMR) costs at each reservoir site as functions of a range of total reservoir
'capacities 

or scales of development.
14. Determine benefits as functions of energy produced.
L5. Determine annual capital and OMR costs at each hydropower production

site as functions of various plant capacities.
16. Determine benefit-loss functions for a variety of allocations to domestic,

commercial, industrial, and diversion uses.
17. Determine short-run losses as functions of deviations (both deficit and

surplus) in planned or target allocations to user sites.
18. Develop benefit functions at each irrigation site in the basin. This analysis

requires information on the area of land that can be irrigated per unit of
water allocated, the quantities of each crop that can be produced per unit
area of land, the total fixed and variable costs of producing each crop, and
the unit"prices that will clear the market of any quantity of each crop.

19. Develop flood-damage-reduction beneflt functions at each potential flood
damage site. This analysis requires records of historical and/or simulated
floods, channel storage capacities, and flood control reservoir operating
policies.

20. Develop reservoir-based recreation benefit functions at each recreation site
in the basin.
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21.2 GROUNDWATER SIMULATION

Digital simulation models are used in a different manner to study the storage and

movement of water in a porous medium. Distributed rather than lumped parameter

models are used to imitate observed events and to evaluate future trends in the

development and management of groundwater systems. The equations describing the

flow of water in a poroui medium were derived in Chapter 18 and modeling of regional

systems was discirssed in Chapter 20. This section deals primarily with techniques

used in solving the hydrodynamic equations of motion and continuity, followed by

brief discussions of (i) typical input requirements, (2) techniques of calibrating and

verifying the models, and (3) the sensitivity of groundwater models to parameter

changeslAn example of the calibration and application of a groundwater model is also

provided.

Model Types

Groundwater studies involve the adaptation of a particular code to the problem at

hand. Several popular public domain computer codes for solving various types of

groundwater flow problems are listed in Table 2L2.The codes become models when

the system being siudied is described to the code by inputting the system geometry and

known internai operandi (aquifer and flow field parameters, initial and boundary

conditions, and water use and flow stresses applied in time to all or parts of

the system). Codes have emerged in four general categories: groundwater flow
codes, solute transport codes, particle tracking codes, and aquifer test data analysis

programs.to
Groundwater flow codes provide the user with the distribution of heads in an

aquifer that would result from a simulated set of distributed recharge-discharge

stresses at cells or line segments. From Darcy's law, the flow passing any two points

can be calculated from the head differential. The codes are used to model both

confined and unconfined aquifers. Each can be structured to model regional flow, or

flow in proximity of a singG well or wellfield. Steady-state and transient conditions

can be evaluated. Boundaiies can be barriers, full or partially penetrating streams and

lakes, leaky zones, or constant head or constant gradient perimeters. By application

of Darcy's 1aw, the seepage velocities of groundwater can be determined after solving

for the head differentials.
When groundwater seepage velocities are known, the advection, dispersion, and

changes in concentration of iolutes can be modeled. Solute transport models build on

groundwater flow models by the addition of advection, dispersion, and/or chemical

reaction equations. If the chemical, dispersion, or dilution concentration changes due

m groundwater flow are not important, particle tracking codes model transport by

advection and provide an easier method than solute transport models to track the path

and travel times of solutes that move under the influence of head differentials. Aquifer

test data programs provide users with computer solutions to many of the hand calcu-

lations (Ctrapter li) needed to graph and interpret aquifer test data for determining

aquifer and well Parameters'

I

\.�
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TABLE 21.2 GROUNDWATER MODELING CODES

Acronym for code Description Source

PLASM
MODFLOW
AQUIFEM-1
GWFLOW
GWSIM-II
GWFL3D
MODRET

SUTRA
RANDOMWALK
MT3D
AT123D
MOC
HST3D

FLOWPATH
PATH3D
MODPATH
WHPA

TECTYPE
PUMPTEST
THCVFIT
TGUESS

Groundwater flow models
Two-dimensional fi nite difference
Three-dimensional flnite difference
T!wo- and three-dimensional finite element
Package of1 analytical solutions
Storage and movement model'
Three-dimensional finite difference
Seepage from retention ponds

Solute transooft models
Dissolved substance transport model
Two-dimensional transient model
Three-dimensional solute transport
Analytical solution package
Two-dimensional solute transport
3-D heat and solute transport model

Particle tracking models
Two-dimensional steady state
Three-dimensional transient solutions
Three-dimensional transient solutions
Analyticai solution package

Aquifer test analyses
Pump and slug test by curve matching
Pumping and slug test
Pumping and slug test
Specifi c capacity determination

ru. sws
USGS
MIT
IGWMC
TDWR
TDWR
USGS

USGS
ill. SWS
EPA
DOE
USGS
USGS

SSG
Wisc GS
USGS
EPA

ssG
IGWMC
IGWMC
IGWMC

1971
1988
r979
1975
198 1
r991
1992

1980
1981
1990
1981
t978
r992

1990
1989
t991
1990

1988
1980
1989
1990

Note: IGWMC : International Groundwater Modeling Center; Ili. SWS : Illinois State Water Survey;
SSG : Scientific Software Group; EPA : Environmental Protection Agency; USGS : U.S. Geological Survey;
Wisc. GS = Wisconsin Geological Survey; MIT : Massachusetts Institute of Technology; TDWR : Texas De-
partment of Water Resources; DOE : Department of Energy.

Solution Techniques

With few exceptions, the hydrodynamic equations for groundwater flow have no
analytical solutions, and groundwater modeling relies onfinite-dffirence and,finite-
element methods to provide approximate solutions to a wide variety of groundwater
problems. The choice of method is normally driven by the system to be modeled.
Other numerical methods include boundary integral methods, integratedfinite dffir-
ence methods, and analytic element methods.

These solutions, as with streamflow simulation models, are facilitated by first
subdividing the region to be modeled into subareas. Groundwater system subdivision
depends more on geometric criteria and less on topographic criteria in the sense that
the region is overlaid by a regular or semiregular pattem of node points at which (or
between which) specific measures of aquifer and water system parameters are input
and other parameters are calculated. Approximate solutions of simultaneous linear
and nonlinear equations are found by making initial estimates of the solution values,
testing the estimates in the equations of motion and continuity, adjusting the values,
and finally accepting minor violations in the basic principles or making further adjust-
ments of- the parameters in an orderly and converging fashion.
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r Theorderly solution of finite difference analogs of the steady-state or unsteady-

stare partial difierential equation of motion for flow of groundwater in a confined
' 

aquifer or an unconfined aquifer is obtained by rela_xation methods' An eady relax-

ation solution of the equation is discussed by Jacob.T For two-dimensional problems,

the iterative alternating-direction-implicit (ADI) method developed by Peaceman and

Rachfords is often adoPted.
prickett and Lonnquiste used the ADI technique to calculate fluctuations in

water table elevations at all nodes in an aquifer model by proceeding through time in

small increments from a known initial state. Their model is computationally efficient

and readily applied and is particularly attractive for use with problems involving time

variables ind nu-"tous nodes. The primary aquifer parameters are the permeability

and storage coefficient, which, if assumed constant over the aquifer plan, result in a

homogenJous and isotropig condition. For those familiar with relaxation methods' the

Gauss-seidel and the successive over-relaxation (SOR) methods have had application

in solving difference equations.

Data Requirements

Input to groundwater system models may be classified as spatial and temporal' Spatial

input inciudes initial oi projected water table maps, saturated thickness data over the

."gion, land surface contour maps, transmissivity maps, regional variations in storage

coefficients, locations and typei of wells and canals, locations and types of aquifer

boundaries both lateral and vertical, a node coordinate system, actual or net pumpage

rates, percolation and recharge rates for precipitation and other applied waters, logs

of drilled wells, geologic stratigraphy, and soil types and cropping patterns.

Time-dependenidata requirements for aquifer models involve principally the

formulation of ti-" schedules, using a range of time increments for such variables as

pumping rates, precipitation hyetographs, canal and streamflow hydrographs, ground-

water evapotranspiration rates, and development variables such as the timing of added

wells or other system components. Because each temporal schedule can apply only

to a particular iubset of node positions, the time-dependent requirements are also

spatial.
In addition to the listed input parameters, aquifer models require reliable esti-

mates of the percentages of waters in the land phase that actually percolate to the

aquifer being modeled. These estimates can be based on knowledge of the physical

processes involved in unsaturated flow through porous medium but are most often

obtained as judgment parameters that are modified during the calibration phase of the

simulation. Simply stated, the lateral movement and the changes in piezometer or

water table leneli are easily modeled if the node-by-node stresses (withdrawal rates or

recharge rates) aie known. The latter parameters are governed by the complex move-

ment of water in the unsaturated soil zone and by the random precipitation and

consumptive use patterns of the region. The art of modeling groundwater systems lies

in the ability to evaluate these parameters'

Calibration
Groundwater model calibration removes some of the guesswork involved in parameter

determination. Several combinations of parameters, based on available knowledge of

the physical syqtem, are tested in the model during a period for which records are
I
L,
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availabi-e. Simulated results are then compared with historical events. After structur-
ing the model, calibration is achieved by operating the model during the study period
by imposing historical precipitation amounts, canal diversions, evaporation and evap-
otranspiration rates, streamflows and stream levels, pumping rates during known
periods, and other stresses on the aquifer. Calibration is achieved after the flow,
storage, and other parameters have been adjusted within reasonable lirnits to produce
the best imitation of recorded events.

Case Example

A typical finite-difference study involving surface water and groundwater modeling in
central Nebraska was performed by Marlette and Lewis.tt The region involved is
shown in Fig. 2I.2.In addition to the surface irrigation system represented by the
several canals and laterals, over 1200 wells withdraw water from the aquifer between
the Platte River and the Gothenburg and Dawson County canals. The aquifer recharge
and withdrawal amounts as percentages of precipitation, snowfall, pumped water,
delivered canal water, evaporation, and evapotranspiration were estimated using a
mix of judgment and physical process evaluations. The resulting set that produced the
best comparison with recorded events at the six observation wells shown inFig.2l.2
is summarized in Table 21.3. Samples of the comparison between recorded and
simulated water levels in the Dawson County study during aZ-year calibration period
are shown in Figs. 21.3 and2l.4.

The Prickett and Lonnquist model was applied in the Dawson County study. The
storage coefflcient for this unconfined aquifer was established by calibration trials as
0.25 and the adopted permeability was 61 mlday. Other trials were made using
various combinations of S and K, with S ranging from 0.10 to 0.30 and with Kranging
between 4I and I02 mlday. As with most unconfined aquifer models, water table
elevations were most sensitive to fluctuations in the storase coefflcient. Fisure 21.5 is

Figure 21.2. Grid coordinates for Dawson County, Nebraska, aquifer
model. o : observation well.
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21.2 GROUNDWATER SIMULATION

TABLE 21.3 ADOPTED RECHARGE CRITERIA FOR WATER ALLOCATIONS
.. 

OVER THE DAWSON COUNTY AQUIFER

System component Allocation and applied amounts

Aquifer recharge/withdrawal
as a percentage ot

applied amount

Rainfall

Snowfall
Pumped water

Delivered canal water

Evaporation

Evapotranspiration

Recorded depth if daily amount exceeded
0.25 cm at all nodes

25Vo ofrecorded depths at all nodes
Average rate of 50 l/sec at-all well nodes

during irrigation seasons
Recorded daily rates, applied to land

surface one node laterally uphill and two
nodes downhill from canal

Observed daily lake evaporation depth at
all marsh and water surface nodes

I25Vo of daily lake evaporation, applied at
all alfalfa nodes

0.999

0.998

1970 1971

Figure 2L.3. Simulated and recorded water levels at observation
wel lD  inF ig .21 .2 . I  :82 ; i  :37 .

a typical summary of the calibration results at a single observation well located at
Position F in Fig. 21.2.

After vefification, the Dawson County model was applied to investigate the
short-term influence of several management schemes. Included among the schemes
were investigations involving the complete removal or shutdown of the surface water
canals, and other tests in which isolated canal contributions to recharge were deter-
mined by operating the model with single canals and comparing results with water
table fluctuations for identical conditions with all canals removed. Many other appli-
cations of the model are possible. This particular study revealed that recharge from

523

30

30
50

30

100

15

d

o
o

6

B

d

A M J J A S O N D J F M A M J J A S O N



524 CHAPTER 21 INTRODUCTION TO HYDROLOGIC MODELING

0.999

0.998
A M J J A S O N D J F M A M J J A S O N

1970 l97l

Figure 21.4. Simulated and recorded water levels at observation

well F in Fig. 21.2. I : 97; i : 42.

A M J J A S O N D J F M A M J J A S O

t9'70 r97 |

Figure 21.5. Water-level changes with constant permeability and varying
storage coefficients. Well 4 Fig. 21.2; K : 6Im/day; I : 97; J : 42.

the existing canal system contributes to the water balancq of the aquifer but is not the
dominant factor\n the short run. The natural recharge from precipitation and from the
Platte River account for the long-term water table stability in the region.

21.3 HYDROLOGIC SIMULATION PROTOCOL

The use of hydrologic simulation as a tool in the decision-making process is not new
but is of a different, more sophisticated and more encompassing form. A model is a
rgplesentation of an actual or proposed system that permits the evaluation and-rmanip-
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ulation of-many years of prototype behavior. This is the feature that makes the use of

these tooii so attractive and hoids such potential for the analysis of even the largest,

most complex systems. It is also the prin-ipal feature that makes this approach so well

suited to water resources system planning and analysis'
Apart from the use of cot1entional hand methods and some elementary models,

planning has traditionally been a practice of judgment. This is changing, however, as

quantititive tools are developed that permit the analysis of large numbers of alterna-

tives and plans. Judgment, a-n essential element of the process, is not ruled out but is

strengthened through new insights that were not available to those in the planning

profession a few years ago.
Planners are conti;ually required to anticipate the future and ask "What if ?"

and "What's best?" questions. Quantitative planning techniques, such as simulation

can provide detailed information about more planning alternatives for less cost than

uny oth", approach available. Development of these tools has occurred principally at

universities and federal agencies.

Combined Use of Simutation and Optimization Models

An important second type of quantitative planning tool should be mentioned at this

point. Screening models are designed to utilize llmiPd system information to select a

best plan u*oni many alternatives for a specified objective or set of objectives. Hence

screening modJs, or optimization models as they are often called, are oriented toward

plan formulation rn contrast to th€
Simulation models are suited to de
reliable information on which to bi
models address the question, "If out
tion models, on the other hand, ask,
will the system look like after we arr
special merits of each, these two
planning technologies. Complete der
ing, oPtimization, and simulation r

Final design values should be
to the system el-ements and operating a detailed simulation model over time using a

sequence of known or synthesized precipitation-amounts and/or streamflows, while at

the same time accumulating benefiis over time for flood control, reservoir and stream-

side recreation, water yields, strean
and anY other factors not consider
model. Several simulation runs wi
result in a plan that best meets the c
generated by coilventional methods'

Results of optimization models will provide readily obtained and useful infor-

mation for initiating more refined simulation analyses in order to test the most promis-

ing measures and arrive at final plans for the design, construction, and operation of

a water resource system. Even thor
for decisions regarding both the de
postoptimization simulation is rec
assumptions often required in prel

L
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for preliminary screening of development alternatives owing to time and cost limita-

tions. Unless a new generation of computers evolves, current time and size limitations

do not allow screening by simulating all iilternatives unless substantial sacrifices in

realism are made. For the present, preliminary screening followed by detailed simula-

tion appears to be the most effective means for arriving at optimal water development

and management Plans.

21.4 CORPS OF ENGINEERS SIMULATION MODELS

In 1964, the U.S. Army Corps of Engineers developed a specialty branch located at

the Hydrologic Engineering Center (HEC) in Davis, California. The facility provides

a center foripplying academic research results to practical needs of the Corps fleld

offices. In addition, the center provides training and technical assistance to govern-

menr agencies in advanced hydrology, hydraulics, and reservoir operations.

Over the years, a large number of analytical tools were developed at HEC.

Table 2I.4 summarizes the computer programs in categories of hydrology, river/reser-

voir hydraulics, reservoir operations, stochastic hydrology, river/reservoir water

TABLE 21.4 HEC WATER RESOURCE COMPUTER PROGRAMS

Name Date of latest version Purpose

HEC-I, Flood HydrograPh Package

Basin Rainfall and Snowmelt Computation

Unit Graph and Hydrograph Computation

Unit Graph Loss Rate OPtimization

Hydrograph Combining and Routing

Hydrology Models
September 1980

July 1966

Iuly 1966

August 1966

August 1966

Simulates the precipitation runoff
process in any comPlex river

many subbasils of a river basin
using gauge data and weightings
(included in HEC-1).

Computes subbasin
interception/infi ltration, unit
hydrographs base flow, and
runoff hydrograph (included in
HEC-1) .

Estimates best-fit values for unit
graph and loss rate Parameters
from given precipitation and
subbasin runoff (included in
HEC-1).

Combines runoff from subbasins at
confluences and routes
hydrographs through a river
network using hydrologic routing
methods (included in HEC-1).



21.4 CORPS OF ENGINEERS SIMULATION MODELS 527

TABLE21.4 (Continued)*

Name Date of latest version Purpose

Streamflow Routing OptiffIization

Interior Drainage Flood Routing

Storage, Treatment, Overflow, Runoff Model
(..STORM")

HEC-2, Water Surface Profiles

Gradually Varied Unsteady Flow Profiles

Geometric Elements from Cross Section
Coordinates ("GEDA')

July 1966

November 1978

JuJy 1976

River/reservoir hYdraulics

August 1979

Iarnary L976

June 1976

Estimates best-fit values for
hydrologic streamflow routing
parameters with given upstream'
downstream, and local inflow
hydrographs (included in HEC-l).

Computes seepage, gravitY and
pressue flow, pumping and
overtopping discharges for Pond
areas behind levees or other flow
obstructions. Main river elevation
and ponding area
elevation-area-capacity data are
used in computing discharges.

Simulates the precipitation runoff
process for a single, usuallY
urban, basin for manY Years of
hourly precipitation data.
Simulates qualitY of urban runoff
and dry weather sewage flow.
Evaluates quantitY and qualilY of
overflow for combinations of
sewage treatmenl plant storage
and treatment rate.

super- critical. AnalYzes
allowable encroachment for a
given rise in water surface.

Simulates one-dimensional,
unsteady, free surface flows in a
branching river network. Natural
and artificial cross sections maY
be used. Uses an exPlicit centered
difference computational scheme.

Computes tables of hYdraulic
elements for use bY the GraduallY
Varied UnsteadY Flow Profiles or
other programs. InterPolates
values for area, top width, n
value, and hydraulic radius at
evenly spaced locations along a
reach.
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PROBLEMS

21.1. Simulation and synthesis are treated separately in Chapters'22 and 23. List the most
distinguishing characteristics of each method and give an example of each.

21.2. Listatleastthreereasonsmanyofthedevelopedmodelsoftherainfall-runoffprocess
might not be used by hydrologists.

21.3. You are asked to determine a design inflow hydrograph to a reservoir at a site where
no records of streamflow are'available. I,!st general steps you would take as a hydrol-

' ogist in developing the entire design inflow hydrograph.
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Chapter 22

r Prologue

Hydrologic Time":?J5:

The purpose of this chaPter is to:

. Show how time series analysis is used for generating synthetic hydrologic

records.
. Give definitions of terms used to describe the stochastic aspects of hydrologic

series.
. Introduce fundamentals of streamflow synthesis including mass curve analy-

sis, random generation of sequences, serial-dependent sequences, and se-

quences having prescribed frequency distributions'

Time-series analysis of hydrologic variables has become a practical methodol-

ogy for generating synthetic sequences of precipitation or steamflow values that can

ui-usedlor u tung" of applications from filling in missing data in a gauged record to,

extending monthiy streamflow recordsl, and from analyzing long-term reliability of

yields of-watersheds2 or reservoirst'o to forecasting floods or snowmelt runoff quanti-

iies from synthetic precipitation sequences.5 These synthetic hydrology techniques

augment ttre simulation tools described in Chapter 21. Both have,experienced wide-

spiead use by hydrologists and engineers.6 Synthesis involves the generation of a

,"qu"n"" of values for some hydrologic variable (daily, monthly, seasonal, or annual).

The techniques are most often applied to produce streamflow sequences for use in

reservoir design or operation studies but can also be used to generate rainfall se-

quences that can subsequently be input to simulation models'
If historioal flows iould be considered to be representative of all possible future

variations that some project will experience during its lifetime, there would be little

need for synthetic hyOroiogy. The hiitorical record is seldom adequate for predicting

future events with certainty, however. The exact historical pattern is unlikely to recur,

sequences of dry years (or wet years) may not have been as severe as they may

beiome, and the single historical record gives the planner limited knowledge of the

magnitude of risks involved.
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Syhthesis enables hydrologists to deal with data inadequaci.es, particularly if

record lengths are not sufficiently extensive. Short historical records of hydrologic

variables *"fu u, streamflow are extended to longer sequenceslrsing hydrologic syn-

thesis and other techniques of the broad science known as operational hydrology'1

These new, synthetic sequences either preserve the statistical character of the histor-

ical records or follow a prescribed probability distribution, or both. When coupled

with computer simulation techniques, the techniques provide hydrologists with im-

proved design and analysis capabilities.
The rnethods described in this chapter are based on probability and statistics.

The material presented in Chapter 26 should be reviewed prior to studying this

chapter.

22.1 SYNTHETIC HYDROLOGY

Hydrologic synthesis techniques are classified as (I) historical repetition methods,

such as mass curve analyses, which assume that historical records will repeat them-

sevles in as many end-to-end repetitions as required to bracket the planning period;

(2) random generation techniques, such as Monte Carlo techniques, which assume

that the historical records are a number of random, independent events, any of which

could occur within a defined probability distribution; and (3) persistence methods,

such as Markov generation techniques, which assume that flows in sequence are

dependent and thit the next flow in.sequence is influenced by some subset of the

previous flows. Historical repetition or random generation techniques are normally

applied only to annual or seasonal flows. Successive flows for shorter time intervals

are usually correlated, necessitating analysis by the Markov generation method.

As with most subfields of hydrology, a number of computer programs for time-

series analysis and hydrologic data synthesis have been developed. One ofthe first, and

, one of the most widely app1i"d, was the U.S. Army Corps of Engineers model HEC-4

(see Section 21.a) pubfished in I97IJ Its use is limited, though, to synthesizing

sequences of seriaity dependent monthly streamflows in a river reach. Other codess'e

are avarlable to thi hy-drologist, however. Additional models and descriptions of

theory and applications of time-series analysis of precipitation and streamflow are

detailed in a number of available texts and publications'10-l3

Mass Curve Analysis

One of the earliest and simplest synthesis techniques was devised by Ripplla to inves-

tigate reservoir ptorage capacity requirements. His analysis assumes that the future

inflows to a reseivoir will be a duplicate of the historical record repeated in its entirety

as many times end fo end as is necessary to span the useful life of the reservoir.

Sufficient storage is then selected to hold surplus waters for release during critical

periods when inflows fall short of demands. Reservoir size selection is easily accom-

pmfr"a from an analysis of peaks and troughs in the mass curve of accumulated

synthetic inflow versus time.15-17 Future flows can be similar, but are unlikely to be

identical to past flows. Random generation and Markov modeling techniques produce

seqUences t-hat are difJerent from, although still representative of, historical flows.
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EXAMPLE 22.1

Streamflows past a proposed reservoir site during a 5-year period of record were,

respectively, in eachyear 14,000, 10,000,6000, 8000, and 12,000 acre-ft. use Rippl's

,nur. Crrru" method to determine the size of reservoir needed to provide a yield of

9000 acre-ft in each of the next 10 years.

solution. A lo-year sequence of synthetic flows, using Rippl's assumptions, is

shown in Table Z2.l.Inflows are set equal to the historical record repeated

twice. rl

TABLE 22.1 STREAMFLOWS FOR EXAMPLE22'1

Flows (thousands of acre-ft)

Year
Inflow
Cumulative inflow

r 2 3 4 5 6 7 8 9 1 0
1 4 1 0 6 8 1 2 1 4 1 0 6 8 1 2
14 24 30 38 50 64 74 80 88 100

draft of 9000 acre-ft per year for 10 years.

^
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Eigarc 22.1 Mass curve for ExamPle
inflow; --- cumulative dtaft.

Storage requfued
for 9000-acre-ft/Yr
draft is maximum

,' Cumulative draft,
, slope of9000 acre-fl/Yr

4000 acre ft storage required

22.1: - cumulative
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Random GeneratiOn

EXA]I/IPLE22.2

one method of generating sequences of future flows is a simple random rearrange-
ment of past records. If the stream is ungauged and records are not available, a
probability distribution can be selected and a sequence of future flows that follow the
distribution and have prescribed statistical moments is generated.

Whenever historical flows are available, a reasonable sequence of future flows
can be synthesized by first consulting a table of random numbers, selecting a number,
matching this with the rank-in-file number of a past flow, and listing the corresponding
flow as the first value in the new sequence. The next random number would be used
in a similar fasion to generate the next flow, and so on. Random numbers having no
corresponding flows are neglected and the next random number is selected. Table-B.3
in Appendix B is a table of uniformly distributed random numbers (each successive
number has an equal probability of taking on any of the possible values). To illustrate
the use of Table B.3 in the random generation process, the first three years of a
synthetic flow sequence could be generated by selecting the 53rd, 74th, and23rdfrom
the list of past flows. Alternatively, the flows in 1953, 1974, and 1923 could also be
selected as the new random sequence.

Most computers have random number generation capabilities in their system
libraries. Rather than storing large tables of numbers such as Table B.3, successive
random integers are usually generated by the computer.

Annual flows in Crooked Creek were 19,000, 14,000, 21,000, 8000, 11,000, 23,000,
10 ,000,and9000acre- f t , respec t ive ly , fo ryears  l ,2 ,3 ,4 ,5 ,6 ,7 ,and8.Genera tea
5-year sequence of annual flows, O,, by matching five random numbers with year
numbers.

Solution. Random integers between 0 and 9 are generated from the computer.
The Q, values in Table 22.2 are selected from the eight given flows by matching
the respective year number with the random number. The digit t has no corre-
sponding flow in the 8-year sequence, so the next random number, 2, places
the 14,000-cfs flow in Year 2 in the first position of the synthetic 5-year
sequence. rI

TABLE 22.2 DEVELOPMENT OF
s.YEAR SYNTHETIC
SEQUENCE

Random digit Q(acre-ft)

I
2
3
I

5
6

o

2
5
8
I
I

Skip
14,000
11,000
9,000

19,000
8.000
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3.- a regression coefficient of the standard deviation for the daily flow loga-
rithms within each month of record to the logarithm of the monthly to-

' tal flow.,

Given the calculated statistics, the simulation of daily flows could be structured
in the following manner:

1. Generate standardized variates from Eq. 22'1,0.
2. Use the logarithm of the monthly mean flow as an initial estimate of the

mean of the logarithmic daily flows for the month'
3. Calculate the standard deviation of flow logarithms by the previously deter-

mined regression equation.
4. Apply the inverse of Eq. 22.1I,

k - - (22.r2)

to transform the standardized variates to flows, multiplying by the appropri-
ate standard deviation and adding the mean.

5. Add the difference between the total monthly flow generated and the given
monthly flow to the given monthly flow, and repeat the simulation.

6. Multiply daily results of the second simulation by the ratio of the given
monthly total to the generated monthly total.

Each simulation technique commonly requires modificiations when applied to
individual problems. Methods outlined thus far can be utilized as guides in establish-
ing a procedure to follow in synthesizing flows. Simulation of flows for a given station
has been presented with serial correlation, skewness, means, and standard deviations
rnaintained. When generating streamflow sequences for an entire system, the preser-
vation of cross-correlation between stations becomes a significant factor.

Synthetically generated runoff sequences are employed to determine the capac-
ities of reservoirs to satisfy specified demands. Individually generated flow magni-
tudes are uncertain, as are the synthetically generated sequences of flows. Hydrolo-
gists can estimate probabilities of flows by generating several equally likd sequences
of flows and then evaluating recurrences of certain values. Herein lies one of the most
useful applications of Markov generating techniques.

i Summary
Hydrologic modeling is often presented as comprising only the deterministic models
of the rainfall-runoff process described in Chapters 2I,23,24, and 25. The fully
equipped hydrologist incorporates the synthetic hydrology models described in this
chapter in the analysis and design of water resotrces systems. A growing number of
projects are constructed or operated on the basis of synthetic hydrology and time-
sedes analysis each year.

13 1' l  - ;?lz('- : )  .
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PROBLEMS

22.1.

'r, t

22.3.

22.4.

t r <

22.6.

) a 1

22.8.

22.9.

plot cumulative inflows versus time for the S-year record in Example 22'2 and detet-

mine by mass curve analysis the size of the r_eservoir needed to provide a yield of

12,000 acre-ft in each oithe next 24years. What is,the maximum yield possible?

use the annual rainfall trom Table 26.2to generate a lO-year sequence of synthetic

annual rain depths for Richmond using Rippl's mass curve assumption'

Repeat Problem 22.2 wingrandom generation rather than mass curve methods' Use

i*o-Olglt.unaom numberJfrom taUl'n.: and match these with the last two digits of

the year numbers in Problem 26.32.

RepeatProblem22.2wingrandomgenerationtogenefateal0-yearsyntheticse-
qu"n"" of annual rain defths that has. a normal CDF with a mean and standard

deviation equal to that of ihe annual rain data from Problem 26'32' 1

Repeat Problem 22.4 assuming that the annual rain depths follow a log-Pearson

Type III distribution. For statisiics use the mean, standard deviation, and skew ofthe

logarithms of annual rain at Richmond'

SelectagaugedStreaminyourgeographiclocationandprepareaquarterlymodel
using (a) normal distribution, (Uitog-nbrmal distribution' and (c) Pearson Type III

distribution.

CanyouconvertthesimulationprobleminExamp|e22.4toalog_normaldistribution
simulation? What difficulties aie encountered with the data given in the example?

Selectamonthofthunderstormactivityinyourregion.FrompublishedNoAAhourly
rainfall data, flt a distribution to the time between storms, and duration of storms' for

20 years of recorded data covering the selected month. Prepare a computer pfogram

to randomly generate the times between storms and the durations of storms'

Flowsduring6yearsofrecordwereusedinsynthesizingthemasscurveshownonthe
following page.
a.UseRippl'sassumptionandthegraphtodeterminethemissingmagnitudeofthe

flow for the 12th Year.
b Determine the reservoir capacity required to allow an annual yield of 2000 acre-

ftlyr. RePeat for 500 acte-ftlYr'
c. Determine the maximum yieid possible at the site. How does this value relate

statisticallY to the flows?

Describe with words and equations how you would develop a table of random precip-

itation depths that follow a normal distribution and have a mean of 4 in' and a standard

deviationof3in.Useyourmethodtocalculatethefirstthreedepths.

A sequence of uniformly distributed random numbers is given below' use random

generation to generate i 5_y"u, sequence of annual rain depths that will follow a

F"u..on fype iU distribution and will have a mean of 25'8 in'' a standard deviation

of4 '0 in. ,andaskewcoef f ic ientof_2.2o.Randomnumberstobeusedare20,0I '
90.03.  and 80.

Total July runoff from a basin is randomly distributed according to a Pearson Type III

distribution. The mean is 10,000 acre-ft', the standard deviation is 1000 acre-ft' the

skew is -0.6, and the lag-one serial correlation coefficient is 0.50. Start with Q1 :

10,000 and find nu" -oiJuu.kov-generated flows if a sequence of randomly selected

return periods gives 2, 100, 10,2, and 50 years'

22.10.

22.LI.

22.L2.
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Chapter 23

r Prologue

Continuous Simulation Models

The purpose of this chaPter is to:

, Introduce and describe computer codes available for performing contrnuous

simulation of surface runoff and streamflow'
. Present in detail how one of the programs-the Stanford watershed model-

simulates the miscellan"ou, "otnponents of the hydrologic cycle'

.Showthemajorsimi lar i t iesanddif ferencesoftheleadingmodels.

. Provide a detailed case study of how the model parameters are developed from

available information.
. Illustrate, by using the case study, the steps involved in calibrating a continu-

ous model and verifying the results'
. show how well the moleh are able to replicate gauged streamflows.

Simulation models described in this chapter provide hydrologists with tools for esti-

mating streamflow by continuously accounting in tittt" for precipitation' direct runoff '

infiltration, evaportranspiration, interflow, deep percolation' base flow' and stream-

flow. During rain-free intervals between stormi, continuous simulation models track

the storage of water.and its depletion to evaporation, deep percolation, and base flow,

until the next rain or snow event occurs'
ThemodelsarebasedonthephysicalprocessesdescribedinChaptersl_14.As

such,theycrassif yasdeterministiciools't1;:H':1;ffi :T:TLi""ll':'ff ff;ff t:
rain and snow into runoff and streamflow'

or other similar procedures' can be used to

r are then input to continuous simulation

Several of the continuous simulation models identified earlier in Table 2l'l ate

described here. The Stanford watershed model, version IV (swM-IV)' is presented

indeta i las typ ica lo f theothermode ls .Manyof theothersare , in fac t ,basedon
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SWM{V, and several simulate various components of the hydrologic cycle in the

same manner. Section 23.2 ptesents and compares two independent case studies of

Stanford model studies, showing how the parameters were {etermined and how the

models were calibrated and applied to the problems being assessed'

23.1 CONTINUOUS STREAMFLOW SIMUI-ATION MODELS

API Model

This model was one of the earliest structured to give a deterr.ninistic simulation of a

continuous streamflow hydrograph. It was originally tested on watersheds of 68 and

g:i miz and must be calibrated^ to each watershed to obtain a reliable method of r

simulatint the streamflow.l A flow diagram showing the structure is given in Fig. 23 ' 1 '

Four basic components describe ttie interrelations pertaining to .this .model 
of

streamflow in a river: a unit hydrograph, an API (antecedent precipitation index,

introduced in chapter 2 and iilustrated in Sec. 10'3), a relation for groundwater

recession, and a relation for computing the groundwater flow hydrograph as a function

of the diiect runoff hydrograph. This model generates both groundwater flow and

direct runoff discharge from precipitation values. The API model continues to enjoy

widespread popularity and use in simulation modeling'

Figure 23.1 Schematic diagram
model. (After Sittner et al'r)

Direct runoff
hydrograph

lunit-hydrograPh method)

Groundwater
outflow

hydrograph

of API-type hYdrologic
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Stanford Watershed Model lV (SWM-|V)

Crawford and Linsley designed this digital computer program to simulate portions
(the land phase) of the hydrologic cycle for an entire waftished.2 The model has
undergone much development since its conception and is currently available from the
U.S. Environmental Protection Agency under the name HSPF, which is a public
domain FORTRAN version (discussed subsequently) of the original program. The
SWM-IV has been widely accepted as a tool to synthesize a continuous hydrograph of
hourly or daily streamflows at a watershed,outlet. A lumped parameter approach is
used and data requirements are much less than for alternative distributed models.
Hour$ and daily precipitation data, daily evaporation data, and a variety of watershed
parameters are input.

The relations and linkage of the various components of SWM-IV are shown in
Fig.23.2. Hydrologic fundamentals are used at each point to transform the input data
into a hydrograph of streamflow at the basin outlet. Rainfall and evaporation data are
first entered into the program. Incoming rainfall is distributed, as shown inFig.23.2,
among interception, impervious areas such as lakes and streams, and water destined
to be infiltrated or to appear in the upper zone as surface runoff or interflow, both of
which contribute to the channel inflow. The infiltration and upper zone storage even-
tually percolate to lower zone storage and to active and inactive groundwater storage.
User-assigned parameters govern the rate of water movement between the storage
zones shown in Fig. 23.2.

Three zones of moisture regulate soil moisture profiles and groundwater condi-
tions. The rapid runoff response encountered in smaller watersheds is accounted for
in the upper zone, while both upper and lower zonbs control such factors as overland
flow, infiltration, and groundwater storage. The lower zone is responsible for longer-
term inflltration and groundwater storage that is later released as base flow to the
stream. The total streamflow is a combination of overland flow, groundwater flow, and
interflow.

Model Structure The SWM-IV is made up of a sequence of computation routines
for each process in the hydrologic cycle (interception, infiltration, routing, and so on).
Separate discussions of each component are provided in the following paragraphs.
Actual calculations proceed from process to process as ilfustrated by the arrows in
Fig.23.2. All the moisture that was originally stored in the watershed or was input as
precipitation during any time period is balanced in the continuity equation

P : E + R + A S

where P : precipitation
E :.evapotranspiration
R : runoff

(23.r)

AS : the total change in storage in the upper, lower, and groundwater
storage zones

The change in storage for each zone is calculated as the difference between the
volumes of inflow and outflow. Furthermore, all hydrologic activity in a time interval
is simulated and balanced before the program proceeds to the next time interval. The
simulation terminates when no additional data are input.
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maximums are provided in Table 23.1.

TABLE 23.1 ryPICAL MAXIMUM
INTERCEPTION RATES

Watershed cover Interception rate (in./hr)

Glassland
Moderate forest cover
Heavy forest cover

0 .10
0 .15
0.20

Source: After Crawford and Linsley.2

Evapotranspiration In SWM-IV evapotranspiration (ET) is assumed to occur at

the potential rate from interception storage and the "upper" storage zone' The upper

zone simulates the depressions and highly permeable surface soils. The lower soil zone

simulates the linkage to the groundwater storage zone' ,
Evapotranspiration from the lower zone is set equal to the ET opportunity,

defined in fig. ZZ.Z. W opportunity is defined as the maximum amount of water

available for ET at a partiiular location durrng a prescribed time interval. In the

modeling logic, ET occurs from several locations (see Fig. 23'2) including the inter-

ception storage, upper zone stofage, lower zone storage, stream and lake surfaces, and

groundwater ttotug". Evapotranspiration frominterception arrdlpper zone storage is

Jet equal to the potential rate, Eo, which is assumed to be the lake evaporation rate

calcuiated as the product of a pan coefficient times the input values of the evaporation

pan data. The evaporation of any intercepted water is assumed to occur at a rate equal

io the potential evapotranspiration rate and ceases when the interception storage has

been depleted.
Evaporation from stream and lake surfaces also occurs at the potential rate. The

total volgme is governed by the total surface area of streams and lakes (ETL) defined

as the ratio of the total str-eam and lake area in the watershed to the total watershed

area. Evapotranspiration from groundwater storage also occurs at the potential rate

and is caiculated in a similar fashion using a surface area equal to a factor K24EL

multiplied by the watershed area. Thus the parameter K24EL represents the fraction

of tfre total watershed area over which evapotranspiration from the groundwater

storage will occur. Most investigators set this parameter at avalue equal to the fraction

of the watershed area covered by phreatophytes. Its value is normally small but can

be large, for eiample, in an agri-ultural area that has many acres of subirrigated

alfalfa.
If interception storage is depleted, the model will attempt to satisfy the potential

for ET by drawing from the upper zone storage at the potential rate. Once the upper

zone sto;age is dJpleted, ET ociurs from the lower zone but not at the potential rate;

the ET ratb from the lower zone is always less than Eo. When interception and the

uppef zone storage do not satisfy the potential, any excess enters as EoinFig-23.3,
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Figure 23.2 Stanford watershed model IV flowchart. (After Crawford and Linsley.2)
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Figure 23.3 Evapotranspiration relation used in the
Stanford watershed model. (After Crawford and Lins-
ley'1

and the rate of evapotranspiration from the lower zone is determined from the shaded
afea, or

E : E o _ %
2r Q3.2)

The variable r is the evapotranspiration opportunity, deflned as the maximum water
amount available for ET at a particular location during a prescribed time period. This
factor varies from point to point over any watershed from zero to a maximum value of

' ' E .  h
a'.:

x x

n l -

v a '

-.^ LZS
r : ,''J 

LZSN
(23.3)

where LZS : the current soil moisture storage in the lower zone (in.)
LZSN : a nominal storage level, normally set equal to the median value of

the lower zone storage (in.)
K3 : an input parameter that is a function of watershed cover as shown

inTable 23.2

The ratio LZSILZSN is known as the lower zone soil moisture ratio and is used to
compare the actual lower zone storage with the nominal value at any time. Values of
ET opportunity are assumed to vary over a watershed from zero to r along.the straight
line shown in Fig. 23.3. This assumed linear cumulative distribution of the parameter
over an area is also used in evaluating areal disftibutions of infiltration rates.

Infiltration Like the erapotranspiration opportunity, the infiltration capacity of a
watershed is highly variable from point to point and is assumed to be distributed
according to a linear cumulative distribution function shown as a line from the origin
to Point b inFig.23.4.

TABLE 23.2 ryHCAL LOWER ZONE
EVAPOTMNSPIRATION
PARAMETERS

Watershed cover

Open land
Grassland
Light forest
Heavy forest

0.20
0.23
0.28
0.30
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Percentage of area with an infiltration capacity
equal to or less than the indicated value

Figure 23.4 Assumed linear areal variation of
inflltration capacity over a watershed. (After
Crawford and Linsley.2)

Infiltration into the lower and groundwater storage zones is determined as a
function of the moisture supply 7 available for infiltration. Steps to determine
infiltration for a given moisture supply 7 are:

1. The net infiltration is determined from the area labeled "infiltration" in
Fig. 23.4. This water is assumed to infiltrate into the lower and groundwater
storage zones. The area enclosed by the trapezoid is given by the equations
in the first row of Table 23 .3.If the moisture supply 7 exceeds the maximum
infiltration capacity b, the maximum allowed net infiltration is b/2, which
is the median infiltration capacity.

2. Some of the moisture supply contributes to an increase in the interflow
detention during any time increment and is calculated as the region indi-
cated by an arrow in Fig. 23.4.Eqtations for this area using various ranges
in x are provided in the second row of Table 23.3 . The volume of water in
a state ofbeing transported as interflow at any instant is called the interflow
detention or detained interflow.

3. Any remaining moisture supplied, AD in Fig. 23.4, contributes to increasing
the surface detention during the time increment. Equations for this
triangular-shaped area are included in Table 23.3 for various values of 7.

TABLE 23,3 EQUATIONS FOR THE SHADED AREAS IN FIG. 23.3

Component x < b b < i < c b x > c b

a -

Net infiltration

Increase in interflow detention

Increase in surface detention

Percentage of increased detention
assigned to interflow

b

2

- c bx - t

_ v 2 bx -  z b  t
i 2 /  r \  -  b  i 2
- l l - - f2r \  c /  2  2cb

2rb 2rb

u-t, - ts
2 '

Searce; After Crawford and Linsley.2

/  r \  /  , t  \  c - l
roo(r  - : )  roo(r  -  

"*  _ r t r )  too2- i lb _ j
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ThE quantity of net infiltration is contrblled largely by the maximum infiltration
capacity b, while the pbrameter c significaltly affects hydrograph shapes because the
parameter coritrols the amount of water'detained during thelime increment. The
values of b and c foi ahy time intetval depend on the soil moisture ratio, LZS/LZSN,
and on the input parameters CB and CC; CB is an index that controls the rate of
infilffation and depends on the soil permeability and the volume of moisture that can
be stored in the soil. Values in the range from 0.3 to 1.2 are common. The parameter
CC is an input value that fixes the level of interflow relative to the overland flow.
Values of CC range from 1.0 to 5.0.

If the soil moisture ratio is less than 1.0, the variable b is found from

u :  c B
" 

2ALzs/LzsN)

and when LZS/LZSN is greater than 1.0, the equation for b is

. C B
0 : 

,n-rr"tvttt*, *n

These equations were developed by Crawford and Linsley from num0rous ttials using
SWM-IV in many different watersheds. When the soil moisture ratio reaches a value
of 2.0, the variable b reaches its minimum value of *r of CB. The parameter c is
determined frctm

c : .(CC)ZQzslLzsN) (23.6)

Variations in parametets b and c with changes inLZS/LZSN aie shown in Figs.
23.5 and 23.6. Midrange values of CB : 1.0 and CC : 1.0 were used in developing
these curves.

Figure 23.7 is a graph of distribution of water among infiltration, intefflow,'and
overland flow for various values of the moisture supply 7. Different values of b and c
would produce a different set of curves.

Water stoied as overland flow surface detention will either contribute to
streamflow of enter the upper zone storage as'depicted in Fig. 23.2.The portion that

0.0 0.2 0.4 0.6 0.8 1.0 1.2 r.4 1.6 1.8 2.O

Lower zone soil moisture ratt" (-!ZL'J

Figure 23.5 Variation in patarneter b for various values ofthe soil
moisture ratio. (After Crawford and Linsley.2)

(23.4)

r r ?  5 )
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Figure 23.6 Variation in parameter c for various values of the
soil moisture ratio. (After Crawford and Linsley.2)

0 0.2 0.4 0.6 0.8 1.0 1.2 1,.4 1.6
Moisture supply 7

Figure 23.7 Typical SWM-IV response to moisture sup-
ply variations. (After Crawford and Linsley.2)

0
0 0.5 1.0 1.5 2.0 2.5 3.0

Upper zone soil moisture rati" (ffi)

Figure 23.8 Delayed infiltration as a function ofupper zone
soilmoisture ratio. (After Crawford and Linsley.z)
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enters the upper zone storage is called delayed infiltration and is a function of the
upper zone soil moisture ratio,\JZS/UZSN, as shown in Fig. 23.8. The inflection
point occurs at a soil moisture ratio of 2.0. If the ratio is less thhn 2.A, the percentage
retained by the upper zone is given by

e : roolr' - (ffi)(--ri-)"'' ]
where UZI| is determined from

r JZ r r : r r l #k - r . o ]  + r .o
The curve is defined to the right of the inflection point by

f /  t .0_) r , ' , - l
P':  lool( t t  .  uzLz/  r

where UZI2 is determined from

r rz r2 : r r l f f i -z .o ]  +r .o

PERC : o.oo3(cBxuzs$(ffi - ffi)' (23.rr)

where CB is an index that controls the rate of infiltration. It ranges from 0.3 to 1.2
depending on the soil permeability and on the volume of moisture that can be stored
in the soil. The variables UZS and UZSN are defined as the actual and nominal soil
moisture storage amounts in the upper zone. The nominal value of UZSN is approx-
imately a function of watershed topography and cover and is always considered to be
much smaller than the nominal LZSN value. The initial estimates of UZSN relative
to LZSN are found ftomTable 23.4.

TABLE 23.4 VALOES OF UZSN AS A FUNCTION OF LZSN FOR INITIAL
ESTIMATES IN SIMULATION WITH SWM-IV

Watershed

Steep slopes, limited vegetation, low depression storage
Moderate slopes, moderate vegetaion, moderate depression storage
Heavy vegetal or forest cover, soils subject to cracking, high depression

storage, very mild slopes

(23.7)

(23.8)

(23.e)

(23.r0)

Upper Zone Storage The upper storage zone, as shown in Fig. 23.2; receives a
large portion of the rain during the flrst few hours of the storm, while the lower and
groundwater storage zones may or may not receive any moisture. The portion of the
upper zone storage that is not evaporated or transpired is proportioned to the surface
runoff, interflow, and percolation. Percolation (upper zone depletion) from the upper
zone to the lower zone in Fig.23.2 ocurs only when UZS/UZSN exceeds LZS/LZSN.
When this occurs, the percolation rate in in./hr is determined from

O.O6LZSN
O.OSLZSN
O.14LZSN

Source: After Crawford and Linesley.2
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The parameters LZSN and CB must also be estimated at the beginning of a
simulation study. The combination that will most satisfactorily reproduce both long-
and short-term historical responses to hydrologic inputs can be determined by the
following procedure:2

1. Assume an initial value for LZSN equal to one quarter of the mean annual
rainfall plus 4 in. (used in arid and semiarid regions), or one eighth of the
annual mean rainfall plus 4 in. (used in coastal, humid, or subhumid cli-
marcsJ.
Determine the initial value of UZSN fromTable 23.4.
Assume a value for CB in the normal range from 0.3 to I.2.
Simulate a period of record using the streamflow, rainfall, and evaporation
data and systematically adjust LZSN, UZSN, CB, and other parameters
until agreement between synthesized and recorded streamflows is satisfac-
tory. If the annual water budgets do not balance, LZSN is adjusted; CB is
adjusted on the basis of comparisons between synthesized and recorded
flow rates for individual storms.

Lower Zone Storage and Groundwater The lower groundwater storage zone in
Fig.23.2 receives water from the net infiltration and from percolation. The percola-
tion rate is determined from F;q.23.I1. The percentage of net infiltration that reaches
groundwater storage depends on the soil moisture ratio LZS ILZSN as shown in Fig.
23.9.If this ratio is less than 1.0, the percentage P, is found from

)
3.
4.

P,:1oo[#(-#t,"',
and if LZS /LZSN is greater than 1.0, the percentage is

+:roofr ' - ( - - rg l " ]
rn both equations, tn",*:r* 

:, _ i'E;il, ] .,.,

(23.r2)

(23.r3)

(23.r4)

(23.rs)

(23.16)

Note from Fig .23.9 thatthe nominal storage LZSN equals the lower zone storage LZS
when half or 50 percent of all the incoming moisture enters groundwater storage.

The outflow from the groundwater storage, GWE at any time is based on the
commonly used linear semilogarithmic plot of base flow discharge versus time. This
technique was delcribed in Section 1 1.4 and illustrated in Fig. 1 1.8. In modifled form
the base flow equation is

GwF : (LKK4)[1.0 + KV(Gws)](sGw)

where LKK4 is defined by
L K K 4 : 1 . 0 - ( K K 2 4 ) t / e 6

in which KK24 is the minimum of all the observed daily recession constants (see
Secti,on 1 1 .4), where each constant is the ratio of the groundwater discharge rate to the
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0,5

Soil moisture *u" (;R)

Figure 23.9 Percentage of infiltrated water that reaches
groundwater storage. (After Crawford and Linsley'2)

groundwater discharge rute 24 hr earlier. Thus the recession constant KK24 (K n

Eq. 11.1) is determined using t : I day. The variable GWS in Eq.23.15 has values

that depend on the long-term inflows to groundwater storage. Its value on any given

day (e.i., the lth day) is calculated as 97 percenLofthe previous day's value, adjusted

foi any inflow to groundwater storage, or GWS; : 0'97 (GWS'-1 * inflow to ground-

water storage during daY l)'
In Eq. 23.J{, SGW is a groundwater storage parametel that reflects the

fluctuationJ in the volume of water stored and ranges from 0.10 to 3.90 in' The term

KV in Eq. 23.15 allows for changes that are known to exist in the groundwater

recession rates as time passes. when KV is zero, E,q.23.15 reduces to Eq. 11.1 and

the groundwater recessilon follows the linear semilog relation- If the usual dry season

recession rate KKz4is too large for wet periods (when groundwater slofaggs are being

recharged by seepage from the streams) ihe parameter KV is hand-adjusted so that the

term i0 +-KVaGWS) will reduce the effective rate to some desired value during

recharge periods. Table 23.5 illustrates this computation by showing effective reces-

sion rates for various combinations of KK24 and GWS when KV is set equal to 1'0'

The fraction of active or deep groundwater storage that is either lost to deep or

inactive groundwater storage Gi;.b.D or is diverted as flow across the drainage

basin boundary is input ur pu.u*tt"r K24L. This fraction is the total inflow to

TABLE 23.5 EFFECTIVE RECESSION RATES FOR
VARIOUS COMBINATIONS OF KK24

AND GWS WHEN l(/ : 1'0

GWS

9 o o
o F  l t t

\ i

2.51 .51.00.5

1 . 0

0.99
0.98
0.97
0.96

0.99
0.98
0.97
0.96

0.985
0.970
0.955
0.940

0.98
0.96
0.94
0.92

n 0 7

0.94
0.91
0.88

Inflection

Source: After Crawford and Linsley.2
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groundwater and represents all the active groundwater storage that does not con-
tribute to streamflow.

Overland Flow The overland flo* pro".r. has been studied Ly -uny investigators.

hydraulic techniques.
Average values of lengths, slopes, and roughnesses of overland flow in the

Manning and continuity equations are used in SWM-IV to continuously calculate the

surface detention storage D".The overland flow discharge rate q is then related to D,.

As the rain supply rate continues in time, the amount of water detained on the

surface increases until an equilibrium depth is established. The amount of surface

detention at equilibrium estimated by SWM-IV is

0.000818i0 6 no'6L1'6 (23.r7)D " :

where D" : the surface detention at equilibrium (ft3lft of overland flow width)
j : the rain rate (in./hr)
S : the slope (ftlft)
L : the length of overland ffow (ft)
ru : Manning's roughness coefficient

The overland flow discharge rate is next determined as a function of detention storage

from

s0'3

, : # y,,(?)"'[, 0 * o,o(r2)']"'

where e : the overland flow discharge rate (cfs per ft of width)
D : the average detention storage durrng the time interval

(23.18)

(23.te)

The equation also applies during the recession that occurs after rain ceases, but the

ratio blD" is assumed to be 1.0. Typical overland flow roughness coefficients afe

provided in Table 23.6.
The time at which detention storage reaches an equilibrium is determirted from

0.94L3/5n3/s
t  : -.e 

i2/s S3/ro

where /, is the time to equilibrium (min). Crawford and Linsley show that these

equations very accurately ieproduce measured overland flow hydrographs.2
For each time interval Lt, an end-of-interval surface detention D, is calculated

from the initial value D, plus any water added AD (Fig. n.q to surface detention

storage during the time interval, less any ovedand flow dischargeQthatescapes from

. 4 .
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TABLE;3.6 ryPICAL MANNING EQUATION OVERLAND FLOW

ROUGHNESS PARAMETERS, NN

Watershed cover Manning's n for overland flow

Smooth asphalt
Asphalt or concrete Paving
Packed clay
Light turf
Dense turf
Dense shrubberY and forest litter

0.012
0.014
0.03
0.20
0.35
0.40

Source: After Crawford and Linsley.2

detention storage during the time interval. This is simply an expression of continu-

itv. or

D z : D t + L D - 4 L t (23.20)

The discharge @ is found from Eq' 23.18 using a value o! D . 
(D: + D)/2' Equa-

tions 23.17- 2i.20 allow the complete determination of overland flow using easily

found basin-wide values of the average length, slope, and roughness overland flow'

Interflow The water temporarily detained as interflow storage is treated in the same

fashion as overland flow detention storage. The inflow to interflow detention was

defined in Fig. 23.4.Theoutflow is simulated using a daily recession constant similar

to that defined for groundwater discharge. The interflow recession constant IRC is the

average ratio of the interflow discharge at any time to the interflow discharge 24 hr

earlier. For each 15-min time intervalmodeled, the outflow from detention storage is

where

rNTF : LIFC4(SRGX)

L I F C 4 : 1 . 0 - ( t R c ; ' i n u

(23.2r)

( ) 1 n \

The variable SRGX is the water stored in the interflow detention at any time. Its

value continuously changes when the continuity equation is applied to each time

interval. The end-of-inteival value of SRGX depends, according to continuity, on the

value at the beginning ofthe interval and any inflow to or discharge from the interflow

detention during the interval.

channel Translation and Routing The Stanford watershed model utilizes a hy-

drologic watershed routing technique to translate the channel inflow to the watershed

outlei. Clark's IUH time-ar"a to"ihod described in Section 12.6 is adopted almost as

presentedinchapter l2.Inplaceofthenetrainhyetograph,theStanfordmodelviews
the sum of all channel inflow components as an "inflow" hyetograph. This inflow is

then translated in time through the channel to the basin outlet, where it is next routed

through an equivalent storage system to account for the attenuation caused by storage

in the-channel system. Roulingthrough the linear reservoir (linear in the sense that

storage is assumed to be directly proportional to the outflow' Eq. 12.35) is accom-

plished from
(23.23) I

)
o r : 7 - K S 1 ( 1  - 0 1 )
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the outflow rate aI the end of the time interval

the outflow rate at the beginning

the average inflow rate during the time interval

KSI 
K - Ltlz: v * 6 *

563

where Oz:
o t :
I _

Also,

(23.24)

Examples of the determination of K and other necessary parameters from watershed

data are included in Section 23.2.

Applications of the SWM-IV Applications of the model typically begin with data

for a three- to six-year calibration period for which rainfall and runoff data arc

available. These data are used to allow successive adjustments of several parameters

until the simulated and recorded hydrographs of the streamflow agree. If sufficient

data are available, a second period of record may be reserved for use as a control to

check the accuracy of the paiameters derived from a calibration with the first half of

the data.
The Stanford watershed model was originally developed in 1959 and has under-

gone several modifications since that time. James3 translated the Crawford and Lins-

ley model from ALGOL to FORTRAN. Several modifications of the FORTRAN

version have evolved from a variety of investigations. Included among these are the

Kentucky watershed model (KWM),4'5 the Kentucky self-calibrating _version
(OpSETi,4 the Ohio State University version, the Texas version,6 the Hydrocomp

Simulation Program (HSP) written in PL/1, and EPA-produced, nonproprietary

FORTRAN u"rrion of HSP called HSPF, and the National Weather Service runoff

forecasting model. Brief descriptions of several of these are included below.

ARS Revised Model of Watershed Hydrology (USDAHL)

Growing interest in the effects of soil types, vegetation, pavements, and farming

practicei on infiltration and overland flow has resulted in the growth of the USDAHL

continuous simulation model. The 1974 versionT of this model was developed by

investigators at the Agricultural Research Service Hydrograph Laboratory.

Input data to the model are relatively extensive. Continuous records of the

precipitation, the weekly average temperatures, the weekly average pan-evaporation

amounts, and detailed data onioils, vegetation, land use, and cultural practices are

required'
The study watershed is initially divided into as many as four distinct land-use or

soil-type ,on".. Fourteen subroutines and a main calling routine compute for each

zone the snowmelt, inflltration, overland flow, channel flow, evapotranspiration,

groundwater evaporation and movement, groundwater recharge, and return flow'

Evapotranspiration potentials are estirnated by app$ing assigned coefficients to

pun-"uuplrution data. Infiltration for each soil or land-use zone is computed using a

modified Holtan equation. Water stored in cracks in dry soils is simulated as a function

of soil moisture. Manning's equation and the continuity equation are used to route

overland flow. The streamflow is routed by a simultaneous solution of the continuity
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equdiion and a storage function. Groundwater movements are calculated by Darcy's
equation. The daily snowmelt on each- zone is calculated as a function of the temper-
ature at which snowmelt starts, the weighted average vegetative density for the zone,
the weekly average air temperature, and the potential snowmelt per day in the zone
snowpack. Precipitation falling during a snowmelt day also contributes to the
snowmelt equation.

Among other uses, the model has been applied by the Soil Conservation Service
in preparing environmental impact statements. Figure 23.10 shows the results of
applying the 1974 version to annual runoff'from four widely separated and widely
diversified ARS experimental watersheds. In addition to the runoff, the model com-
putes the evapotranspiration amounts, soil moisture changes, return flows, and
groundwater recharge depths for each of the zones.

Although other modifications are possible, the USDAHL model is specifically
designed for relatively small rural watersheds, generally under 20 square miles.

Cumulative computed runoff, O (in.)

Figure 23.10 Chart showing the accuracy of USDAHL-74 model for
estimating the cumulative computed runoff as compared with the cumula-
tive measured runoff at four watersheds. o W-97, Coshocton, OH: A W- 11,
Hastings, NE; I W-3, Ft. Lauderadale, FL; x W-G, Riesel, TX (After
Holtan andLopez.l)
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National WeatherService River Forecast
System (NWSRFS)

yet another version of the Stanford watershed model was developed by the Hydrologic

Research Laboratory staff at the National Weather Service Office of Hydrology.8 The

NWSRFS model wis developed for use in forcecasting river flows and stages by the

National Weather Service. The model has been applied successfully to several river

basins ranging in size from 70 mi2 in North Carolina to 1000 mi2 in Oklahoma' River

forecastin! in"large river basins does not require the detail incorporated in SWM for

smaller watersheds. For this reason' the NWS model includes two major changes

involving the use of a longer time increment, simplified programming, fewer process

comput;ions, and a rapid procedure for determining optimal watershed parameters

that allow the model to reproduce historical flows accurately.

A 6-hr time increment is used by the model, allowing fewer rainfall inputs and

,nor" i.po.tant, fewer detailed calcuiations of processes such as overland flow that

occur in'shorter time periods. Iterations are thus completed mo_re rapidly than with

the SWM. As with the OPSET model, the National Weather Service optimization

procedure for determining parameter values gives the model a strength not available

with the SWM-IV.
Other modifications include h

uPPer and lower zone retention and
the uPPer soil zone to groundwate
groundwater evapotranspiration al
jointlY comPuted in the NWS versi
nated and is replaced by three types ofrunoff: surface runoff, interflow' and ground-

water flow-representing fast, medium, and slow response'

Input data for modll calibration consist of mean daily discharges and instanta-

neous hydrographs for a few selected runoff events. Rainfall is input as a continuous

record of 6-hr basin-wide means determined from areal averaging techniques. Be-

cause of the changes in routing increment and in the detail of process simulation' the

outputfromtheNwsiersionissimi lar inmakeuptotheSWM-IVoutput.

COE Streamflow Synthesis and Reservoir Regulation

Model (SSARR)

Another widely used continuous streamflow simulation model designed for large

basins was devlloped by the corps of Engineers.e The SSARR model was developed

primarily for streamflow and flood fo.ecasting and for reservoir design and operation

studies. i,rior to the development of NWSRFS, hydrologists at the National Weather

Service used.the SSARR model. The model has been applied to both rain and

snowmelt events.
Applications of the model begin with a subdivision of the drainage basin into

homogeneous hydrologic units of i size and character consistent with subdivides,

channel confluences, rJservoir sites, diversion points, soil types, and other distinguish-

ing features. The streamflows are computed fbr ail significant points throughout the

river sYstem.
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duintutt data can be input at any number of stations in the basin. The part that
will run off is divided into the base flow, subsurface or interflow, and surface runoff.
The division is based on indices and on the intensity of the direct runoff. Each
component is simply delayed according to different processes, and all are then com-
bined to produce the final subbasin outflow hydrograph. This subarea runoff is then
routed through stream channels and reservoirs to be combined with other subarea
hydrographs, all of which become part of the output.

Routings through channels and reservoirs are accomplished by the same tech-
nique. This requires an assumption of short stream reaches, and occasional allowances
for backwater effects are necessary in the channel routing process. Streamflows are
synthesized on the basis of rainfall and snowmelt runoff. Snowmelt can be determined
on the basis of the precipitation depth, elevation, air and dew point temperatures,
albedo, radiation, and wind speed. Snowmelt options include the temperature index
method or the energy budget method.

Input includes the precipitation depths, the watershed-runoff indices for subdi-
viding flow among the three processes, initial reservoir elevations and outflows,
drainage areas, bounds on usable storage and allowable discharge from reservoirs,
total computation periods, routing intervals, and other special instructions to control
plots, prints, and other input-output alternatives.

This model was one of the earliest continuous streamflow simulation models
using a lumped parameter representation and has its primary strength in its verified
accuracy indicated by tests conducted in several large drainage basins including the
Columbia River basin and the Mekong River basin.

Hydrocomp Simulation Program (HSP)

A commercial version of the Stanford water model was developed at Hydrocomp,
Inc., named the Hydrocomp Simulation Program.to Among several advantages incor-
porated in HSP are hydraulic reservoir routing techniques and kinematic-wave chan-
nel routing techniques. Other major changes include the addition of water quality
simulation capabilities. Due to these additions, the model is often referred to as the
Hydrocomp water quality model.

The HSP model has been used routinely for several types of hydrologic study
including floodplain mapping, water quality studies, storm water and urban flooding
studies, urban drainage facility design, and water quality aspects of urban runoff.

The model consists of three computer routines:

l, Library allows the use of direct access disk storage to handle input data with
efficient data management routines.

2. Lands handles the usual SWM lands phase along with added processes in
calculating soil moisture budgets, groundwater recharge and discharge,
inflow to stream channels, and eutrophication.

3. Channel is responsible for assembling and routing all channel inflow
through channel networks, lakes, and reservoirs.

The HSP model incorporates a continuous water balance by tracking precipita-
tion through all possible avenues of the hydrologic and water resource system. The
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groundwater inflow, interflow, and surface runoff are individually simulated, lagged,

ind combined at appropriate times as the channel inflow. The routing of computed

inflow through the ihannel network utilizes a modified kinematic-wave model. Water

quality constituents are related to variable discharge rates and other water parameters

so that the coupling of quantity and quality of the runoff is accomplished.

Inputs foisimulating water quality include the temperature, radiation, wind, and

humidity and observed values of the factors under study which form the basis for

calibration. At lest two years of data are preferable for calibration; however, calibra-

tion has been achieved with less than one year of data. Other required input includes

hourly precipitation in 5-, 15-, or 30-min or greater time increments and potential

evapoffanspiration; if snow or water quality simulation is desired, the temperature,

radiation, wind, and humidity factors are needed'
Outputs from HSP can be obtained for any desired point within the watershed.

Included in the output options are values of quality data at outfalls or other points,

river stages, ,"r"ruoi, levels, hourly and mean daily discharge rates, stream and lake

remperarures, dissolved oxygen and total dissolved solids, algae counts, phosphorus'

nitr;te, nitrite, ammonia, iotal nitrogen, phosphate, pH, carbonaceous BOD, coli-

forms, conservative metals, and the usual daily, monthly, and annual water budgets,

snow depths, and end-of-period moisture equivalents'
Typical simulation periods in HSP applications range from 20 to 50 years.

Hour-by-hour data are not viewed as an exact sequence of future flows. Rather, the

data arcused for analysis of the probability of occurrences of ranges in the factors of

interest. When used in this -unir"r, the model is functioning with a purpose similar

to that of some of the operational hydrology techniques described in Chapter 22.

EPA Hydrocomp Simulation Program-Fortran (HSPR

Following development of the HSP version of the Stanford model, the U.S. Environ-

mental Piotection Agency contracted in 1980 to have public-domain version made

available for continuous streamflow simulation and water quality modeling. The orig-

inal program, written in ALGOL, was converted to FORTRAN 77'11 The HSPF code

is availa|le for PC applications. Substantial portions of water quality modeling al-

gorithms were added io HSP in developing HSPF. The hydrologic cycle processes,

however, are essentially the same as in SWM-IV and HSP' One exception is the

addition of several routing procedures not previously available.
parameters that drive ihe routines in HSPF must be estimated for all the hydro-

logic processes, making verification of the model difficult because of the numerous

combinations of paramiter values. Methods of estimating these parameters and cali-

brating the modei are illustrated in the case studies in Section 23.2 (Table 23.8 defines

over 35 parameters used in the Stanford model)'

USGS Precipitation'Runoff Modeling System (PRMS)

After developing their urban storm-event model, DR3M (see Chapter 25), the U.S'

Geological Surv"y developed several other computer codes to model continuous hy-

drologic pro""rr"r. fne pRUS performs simulation of daily streamflows for a variety

of precipitation, climate, and land use combinations. It is available from the USGS in

I

L.
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PC, riinicomputero or mainframe format.12 During storms, the model gives output on
any prescribed time interval. Between storm periods, the model tracks soil moisture
and other storage/depletion zones on a daily basis until the next storm interval.
Streamflow is output as mean daily flow rates.

A lumped-parameter approach is utilized in PRMS. The smallest subdivision of
the study watershed is a hydrologic response unit that is assumed. to behave as a
homogeneous hydrologic element. The USGS has delineated HRUs in most areas of
the United States. Like the D. R3M model, the streams, storm sewers, reservoirs, and
detention ponds in the watershed are modeled as nodes and interconnecting links'
Hydrograph routing in channels and reservoirs is accomplished.by kinematic-wave
and storage-indication methods, respectively.

ARS Simulator for Water Resources in Rural
Basins (SWRRB)

Through a cooperative program with Texas A&M University, the Agricultural Re-

search Service, U.S. Department of Agriculture, developed a continuous daily
streamflow simulation ptog.a- for use in modeling ungauged agricultural areas.t3
This FORTRAN 77 water budger model is available from the ARS in PC format. Its
development focused on a model that would allow the user to predict impacts of
various watershed management practices such as crop rotation, fall plowing, urban-
ization, conservation tillage, terracing, fallowing, and floodwater detention on

monthly and annual water and sediment yields from rural basins.
Sediment yields for each of the subwatersheds, and for the total basin, are

calculated using the universal soil loss equation.la The method uses watershed hydrol-
ogy outputs from the rainfall-runoff portion to estimate sediment yield, using inputs
of runoff volume, peak flows, soil type and erodibility, crop types, erosion managment
factors, and watershed slope and length.

The subbasins are modeled in a lumped-parameter style. Once rainfall or snow-
fall records are input, physical-process algorithms are linked as shown in Fig. 23.11
for solar radiation, snowmelt, surface runoff, ET, conveyance losses, sediment pro-

duction from individual storms, evqporation from water surfaces, percolation, and soil
moisture accounting. Crop production is also calculated based on crop types, temper-

ature, consumptive use of water, and irrigation practices.
Hydrologic abstractions for each subwatershed are estimated by the SCS curve

number (CN) method (Chapter 4, Section 4.9). Soil water budgeting is performed by

adding the net moisture input to the soil profile from precipitation after subtracting
direct runoff, ET (consumptive use by the crops and evaporation from soils), percola-

tion, and retu{n flow (groundwater flow back to the streams). Direct surface runoff is

set equal to the net rain from the CN method. For input to the sediment yield

component, a peak flow rate for individual storms is estimated using a modified
rational method (Chapter 15). Snowmelt is calculated by the degree-day method

' described in Chapter 14.

Expert Systems

Recent trends in systems analysis are leading to developmenl of expert system (ES)

techniques that rely on artificial intelligence for use in planning and design of water
-, .oo^,,r^^o -r^io;id--7[- mrfian-.m h-c-ciw?i'-� i i-FiYmqfinn nhfqined frnm extencive
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Figure 23.11 Flowchart of the SWRRB hydrologic-

pr6""*, algorithms. (After Arnold't3)
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interviJws of one or more experts in some field. The computer can then make
"decisions" in much the same way as the,experts, applying their judgment and experi-

ence and making these available to others through the expert system model.
Streamflow models, especially those that perform continuous simulation, incor-

porate input parameters that require considerable judgment. Developers and users of

ahe watershed models have accumulated decades of experience in assigning

coefflcients and parameters. Their experience and judgment can be extracted by an

interview process involving hundreds of questions to build an expert system mode'.

The model not only incorporates direct answers but also addresses uncertainties about

each. Early applicdLtions with this modeling technique show considerable promise.ls

In addition to streamflow simulation, expert systems have the potential to be

useful in the design and management of complex river basin systems of dams, reser-

voirs, power plants, diversion canals, and flood control structures. Operations for such

systems involve independent and collective decisions by dozens of professionals'

These experts are normally in radio or telephone contact with numerous other con-

trollers and decision-makers. If ES data could be developed from these teams, the
potential for improved management exists. A prime incentive of implementing expert

iystems in water resources systems involves capturing insights of experienced profes-

sionals before they retire or move into other positions.

CONTINUOUS SIMULATION MODEL STUDIES

This section describes in detail two independent applications of the Kentucky version

of the Stanford watershed model to small basins in Kentucky and Nebraska. Results

obtained by Clarkel6 in modeling the Cave Creek (CC) watershed in Kentucky and by

the authorslT using KWM for the Big Bordeaux Creek (BBC) watershed in Nebraska

are compared. Both are small, homogeneous watersheds having relative$ good

records of precipitation and runoff. The two case studies are described simultaneously
to show how different analysts dealt with the decisions required to develop input data

and parameters.

Selection of Watershed Size and Study Period

Several guidelines exist for selecting a watershed subarea size and time period to be

modeled in a simulation study. The use of relatively small, homogeneous watersheds

or subdivisions of larger watersheds is recommended to minimize any difficulty

caused by ignoring spatial variations in precipitation over larger areas. This also

minimizes the'effects of lumping watershed characteristics such as soil types, soil

profiles, impervious areas, and land uses into single parameters representing the entire

catchment. Ross suggests an upper limit of 25 fii12 for study-watershed drainage

areas.18
One difficulty in restricting watershed size arises from the fact that few strearns

for small drainage areas are continuously gauged, and refiable streamflow data are

difficult to obtain. For example, the BBC watershed was selected because it was one

of few small watersheds in Nebraska with sufficient records. The Cave Creek water-
. shed was selegted on the basis of the following criteria'1e
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1. 
'A 

minimum of 10 years of continuous runoff records in order to establish

the existing rainfall-runoff relation.
2. A drainas" ur"u of less than 5 mi2 so as to be reptesentative of small

drainage 6asins for which better runoff coefficients are needed'

3. A locaiion in close proximity to a rain guage for which hour$ precipitation

data arc available.
4. The availability of soil surveys for the watershed under study.

Data Sources

Hourly precipitation data were available at sites L20 fiil from the CC watershed and

8.0 mi fromthe BBC gauging station. Soil survey records and runoff data were

available for both watersheds. Daily pan evaporation data were available approxi-

mately 30 mi south of the BBC watershed and 25 mi south of the CC watershed.

Drainage areas of 2.53 mi2 for the CC watershe d and 9 .22 mi2 for the BBC watershed

were found from U.S. Geological Survey quadrangle maps. Input parameters for the

Stanford and Kentucky versions are compared and defined in Table 23.7. Numerical

values, using the Stanford version parameter names, are tabulated for both watersheds

in Table 23.8. Each parameter is described in detail in the following sections.

Time-Area Histogram Data

The time-area histograms for the BBC and CC watersheds are developed in

Figs.23.12 and23.Ii, respectively. Travel times and times of concentration for the

Stanford watershed model are found from the Kirpich equation (for watersheds larger

than 15 acres),ie s1

(23.2s)a : o oo78(#)"

where T" : the time of concentration (min)
L : the horizontal projection of the channel length from the most distant

point to the basin outlet (ft)
S : the slope between the two points

In developing the time-area histogram for Big Bordeaux Creek, 30 points and

correspondingi.auet times (min) were plotted as shown in Fig. 23.12. The dashed

isochrones (lines of equal travel time to the basin outlet) were constructed by linear

interpolation between the plotted points. Areas between paris of isochrones were

determined from planimeteiing. To contrast, the time-area histogram for Cave Creek

was construcrcdfas shown in Fig. 23.13, by assuming that the flow velocity was

constant "u"ryrli"r", equal to the average streamflow velocity obtained by dividing f

into the channel length Z. This procedure simply places all points along each

isochrone at equal distances to the basin outlet.

Watershed Parameters

The watershed drainage area (AREA), the impervious fraction of the watershed

surface draining directly into the stream (A), the fractional stream and lake surface

area (ETL), the average ground slope of overland flow perpendicular to the contours
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TABLE 2i,7 PARAMETER NAME COMPARISONS FOR KENTUCKYAND

STANFORD WATERSHED MODELS

Parameter name

Kentucky
verston

Stanford
verston Parameter descriPtion

NCTRI
CTRI
RMPF
RGPMB
AREA
FIMP
FWTR
VINTMR
BUZC
SUZC
LZC
ETLF
SUBWF
GWETF
SIAC
BMIR
BIVF
oFss
OFSL
OFMN
OFMNIS
IFRC
CSRX
FSRX
CHCAP
EXQPV
BFNLR
BFRC
GWS
UZS
LZS
BENX
IFS
CONOPT
aoa
DIV

Z
C
MINH
K1
AREA

ETL
EPXM
CX
EDF
LZSN
K3
K24L
K24EL
EF
CB
CY
SS
L
NN
NNU
IRC
KSC
KSF
CHCAP
RFC
t<r/24
KK24
GWS
UZS
LZS

Integer number of elements in the time-area histograq

Time-area histogram ordinate
Discharge value Lelow which no synthesized data are to be printed (cfs)

Multiplication factor for precipitation data for a distant statton

Watershed drainage area (mi2)

Fraction of watershed area that is impervious

Fraction of watershed area in lakes or swamps

Maximum rate of vegetative interception for a dry watershed (in'/hr)

lndex for estimating surface storage capacity

Ind,ex for estimating soil surface storage capacity during summers

Index of moisture storage in soil profile above water table (in')

Evapotranspiration parameter for lower zone soil moisture

Subsurface flow from the basin
Groundwater evapotranspiration by phreatophytes

Factor varying infiltration by season
Index of infiltration rate
Index of rate and quantity of water entering interflow

Average basin ground slope (ftlft)

Average overland flow distance (ft)

Manning roughness coeff,cient for overland flow

Manning roughness coefficient for flow over impervious areas

Daily intelflow recession constant
Streamflow routing parameter for 1ow flows

Streamflow routing parameter for flood flows

Index capacity of existing channel, bank-full (cfs)

Exponent of flow for nonlinear routing

Daily base flow nonlinear recession adjustment factor

Daily base flow recession constant
Index of groundwater storage (in.)

Depth of interception and depression storage at beginning of year (in')

Cuirent equivalent depth of moisture in the soil profile (in')

Cunent value of BFNLR

DKN
Qaa
DIV

Interflow storage
Control options for input, output, and internal branching

Title of computer simulation output, alphanumeric input

Mean daily diversion into or out of the basin (cfs)

(SS), and the nban length of overland flow (r) for the Big Bordeaux creek watershed

were determined from-areas, elevations, and lengths measured from 7.5-min series

usGS topographic maps (see Table 23.8 for BBC values). Other BBC parameter

values utl gri : 0.0d5 (determined from ETL : half the product of the stream

length and channel width at the outlet), SS : 0.088 ftlft (determined from Fig '23'14

u, ih- -"un of'140 measured values between 20-ft contours at each gridline interseg-

tion), and L: 183.2 ft (determined from Fig.23.14 as the average of l40lengths

measured perpendicular to contour lines from gridline intersection points to the



TABLE 23.8 SUMMARY OF INPUT PARAMETERS FOR BIG BORDEAUX CREEK

AND CAVE CREEK WATERSHEDS

Parameter
name Description

BBC
value(s)

a ^

Units value(s)

TCONC
TINC
Z
C

Time of concentration
Routing interval
Number of elements in the time-area histogram
Time-area histogram ordinates

Watershed drainage area
Impervious fraction of the watershed surface
Watershed stream and lake surface area as fraction of

watershed area
Average overland flow ground sloPe
Average length of overland flow
Bank-full flow in channel at gauging station
Daily interflow recession constant
Daily base flow recession constant \

Streamflow routing parameter for low flows
Streamflow routing parameter for flood flows

Minimum hourly flow rate to be printed
Precipitation adjustment factor for distant gauge

Manning roughness coefficient for overland flow

Manning roughness coefficient for impervious areas

Factor for varying infiltration by seasons
Maximum interception rate for dry watershed
Surface storage capacitY index
Soil surface moisture siorage capacity
Soil profile moisture storage index
Soil evaporation parameter
Index of inflow to deep inactive groundwater

Fraction of watershed area in phreatophytes
Factor allowing for seasonal infiltration rates

Factor controlling infiltration rates
Index controlling water entering interflow
Parameter for allowing nonlinear recesslon
Groundwater storage volume parameter
Equivalent depth of upper zone storage
Equivalent depth of lower zone storage
Index of antecedent moisture conditions
Volume of water in swamP storage
Monthly evaporation pan coefficients

105 min
15 min
7 -
0.129
0.158

, 0.221
0 .151
0.126
0.145
0.070
9.22 mi2
0.0

0.005
0.088 ft/ft

183.2 ft
39 cfs
0.485
0.977
0.989
0.989
1.0 cfs
1.0
0.3'7
0.0 i3
0.5
0.15 in./hr
0.80
1 .10

I l . / d  l n .

0.28
0.0
0.0
1 . 0
0. '75
3.0
1 .0
0.1 in.
0.0 in.
7.0 in.
0.2 in.
0.0 acre-ft

Jan. 0.911
Feb. 0.911
Mar. 0.911
Apr. 0.911
May 0.552
June 0.677
July 0.654
Aug. 0.651
Sep. 0.642
Oct. 0.911
Nov. 0.911
Dec. 0.911

60
i5
4
0 .18
0.29
0.31
0.22

2.53
0.0

0.0
0.075

300.0
40
0.75
0.94
0.90
0.90
0.2
1.0
0.10
0.015

0.10
0.90
1.25
4:85
0.25
0.0
0.0
0 .15
0.65
3.50
0.99

AREA
^
ETL

ss
L

CHCAP
IRC
KK24
KSC
KSF
MINH
K1
NN
NNU
EMiN
EPXM
CX
EDF
LZSN
K3
K24L
K24EL
EF
CB
CY
KV24
SGW
UZS
LZS
GWS
VOLUME
EVCR
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Figure 23.12 Time-area histogram development for Big Bordeaux Creek'
The values represent travel times (min.) to the outlet.

nearest channel). The average overland flow distances can also be estimated as the

resulting in an estimate of the bank-full BBC flood of 39 cfs. Another technique for

determining CHCAP involves the use of the stream-gauging-station rating curve if th€

gauge height for bank-full flow is known or can be estimated from topographic maps.

thJCave Creek value of 40 cfs was determined from a hydraulic analysis of the cross

spctigl and profile of the main channel. As a rule of thumb, CHCAP is selected to
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Figure 23.13 Derivation of the time-area histogram for thecave creek

Watershed. Dashed lines represent isochrones. (After Clarke'16)

0 miles 1
l r r r r r r t r l

0 1000

f""t

i n te rva l : fm=t lZOf t

Figure 23.14 Grid overlay for determination of the mean overland

- slope and distance for Big Bordeaux Creek.

N

h:h &"{-w"
- q

Grid, T
\I



576 CHAPTER 23 CONTINUOUS SIMULATION MODELS

produce well-defined overbank and floodplain flow if Q exceeds twice the value of

bffCAp. Similarly, low, shallow flows are assumed whenever Q is less than half of

CHCAP.

Streamflow Recession and Routing Parameters

The rate at which the model allows water to pass through the upper soil zones to the

channels is controlled by the daily interflow recession constant (IRC)' A graphical

semilogarithmic technique of hydrograph analysis developed by Barnes is used to

estimate this parameter:21 The determination of the interflow recession constant for

Big Bordeaux Creek is illustrated in Fig. 23.1.5, which is a semilogarithmic plot of

lnterflow
Llog Q = -0;725
Lt = 3.2 days
K = 0 . 4 8 5 = I R C

I o.s
E o.+
o
K 0.3

E V 'L
o
d

p9

€ o.ro

q

S o.os
o

& 0.04

0.03

Date (Ju1Y-August' 1969)

Figure 23.15 Determination of the interflow recession constant
(fnC) for th9 Big Bordeaux Creek flood event of July 20, 1969. The

determinationof K: IRC, C' : QoK' andr: 1day.
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logK= LlogQlLt

f f i z o  |  
' 3 " s  ' 1  9  1 1  1 3

Date (July-August, 1969)

Figure 23.16 Determination of the base flow recession constant

(K"K24) for the Big Bordeaux Creek flood event of July 20, 1969' The

determination of K : KK24.
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alternative method for determining Kl<24 using data collected several days after

severalTood peaks is illustrated for Cave Creek in Fig. 23.I7. The line represents an

envelope drawn to the right of the data points.
Two streamflow routing parameteis are used by the sinlulation model to route

inflow hydrographs to the point of interest for the basin (in this case to the stream

garglng;tatiin ror compa;ison with measured flows). The first parameter 1_519t_lt
usedinroutingonlyif channelflowsarelessthanhalf thechannel aapacity (CHCAP),

and the second (KSF) accounts for channel and floodplain storage during flood flows
. (flows greater than twice the channel capacity). Respective data for Big _B-ordeaux

Creek were determined using the two runoff hydrographs shown in Figs. 23.18 and

Z3.lg,representing low and flood flows, respectively. Because the inflection point on

the recession portion of each hydrograph represents the time at which a reversal of

flow directionihrough the channel banks occurs, then the parameters KSC and KSF

represent daily recession constants for the water in storage in the channel. The

equation used in determining both parameters is derived from a hydrologic routing

technique equating l/K timei the difference in the average inflow and outflow during

the routing period-with the time rate of change of the outflow in the channel reach. As

shown in the figures, the low flow and flood flow routing parameters for Big_Bordeaux

Creek are identical. Table 23.8 shows that a similar result was observed for Cave

Creek.

Hydrologic Parameters and Data

In addition to the described watershed characteristics, several hydrologic parameters

and an impressive amount of hydrologic data are required as input to the simulation

program. bue to the excessive'bulk of hydrologic data for daily evaporation, hourly

pr"-lpitution, and daily streamflow fot a 4-year period in BBC and a 10-year period

4.0

3.0
o

d

1.0

2.0 3.0 4,0 5.0
. Discharge 24 hr later (cfs)

Figure 23.17 Determination of KK24
for Cave Creek. (After Clarke.l6)
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0.36

0.32

t = routing interval = 15 min = 0.0104 days

,, --# 
= - 0'28 at inflection Point

',/ 
-- o 0.264,  K= - f f i , = - :66=0e43da ls

o ? o

E o.rt
o
P0

6 0.26
E

!

b0

8 0.22

xSC= K_o.st  = 0.989
K + 0.5t

- In{lection
,r' pomr

0.20

0.18

0.16

0.14

' 
Date (October 1968)

Figure23.1sDeterminationoflowflowstreamflowroutingparame-
tei(rsc) for the Big Bordeaux creek low flow event of october 3,
1968.

in CC, the actual hydrologic data values have been compiled but'are not included in

this text.
, One useful hydrologic parameter used as input only in the BBC application is the

hourly flow at the gauging siation below which no printing of simulated discharges is

desired. For the initial simulation of runoff from Big Bordeaux Creek, a MINH of

1.0 cfs was selected to minimize the printed output. This can easily be decreased in

successive sirnulation trials" after the uncertainties in some of the other parameters

have been reduced.
A precipitation-weighting adjustment parameter (K1), representing the long-

term ratio of av"rage precipitation over the basin to average precipitation at the

precipitation gaugp, might ue greater or less than 1.0 if the gauge were located at any

di*tun." frornthJstudy basin. The recording gauges for both watersheds were within

close proxirtrity, and both K1 parameters were set to 1.0.
ivlonthly-evaporation pan coefficients (EVCR) are used by the simulation pro-

gram as multlpters in convJrting input pan-evaporation data to lake evaporation data

iand also for determining potential e.'upottuntpiration rates)' The nearest evaporation

pan for Big Bordeaux Cieet is approximately 20 mi south at the Box Butte Reservoir,
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t = routing interval = 15 min = 0.0104 days

do
al 

=-t ' '  at lnr lect lon Polnt

o  a 9
K = -  * n  = 0 . 8 7 3 d a y s

du/dt - ).)

KSF= K-0 .5 t  =  0 .989
K + O.st

t6 I7 18 t9 20 21 22 23 24 25
Date (March 1969)

Figure 23.19 Determination of flood flow streamflow routing
parameter (KSF) for the Big Bordeaux Creek flood flow event of
March 17, 1969.

providing records of daily and monthly pan-evaporation depths for the months be-
tween and including May and September. Estimates of corresponding monthly lake
evaporation amounts at Box Butte Reservoir were obtained from maps and charts
developed by Shaffer.22 Values listed in Table 23.8 are assumed to apply to each year
of the simulation even though the simulation program allows changes from year to
year.

Manning's roughness parameters for flow over soil and impervious surfaces are
both required as input to the program. For the Big Bordeaux Creek area, the initial
estimates for qverland flow (NN) and impervious surface flow (NNU) were 0.37 and
0.013, representing coefficients for dense shrubbery and forest litter for overland flow
and smooth conclete for impervious surface flow. The later n is significant only if the
fraction of impervious area (A) is nonzero. The Cave Creek analysis incorporated
NN : 0.1Q for light turf and NNU : 0.015 for concrete pavement.

Model Calibration

Several of the following parameters are determined by trial and adjustment until the
comparison between the simulated and recorded streamflows is satisfactory. Guide-
lines-for establishing initial values exist for only a few of the parameters, whereas most
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d

o
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are initially determined from suggested ranges. The BBC data in Table 23'8 represent

initial, unmodified estimates; those shown for CC are the optimal result of many

repetitive runs.
One factor for varying infiltration by seasons (EMIN) ranges between 0'1 and

1.0 and has been shown by Briggs to be signiflcant in matching measured and simu-

lated winter peak flow rates.23 Because no guidelines for estimating this parameter are

presently u*ilubl", the suggested midvalue of 0.5 was selected for Big Bordeaux

Creek.
Several soil moisture and routing paraineters require initial input values that are

difficult to estimate from available data. Calibration procedures successively improve

the initial estimates by trial and adjustment. For Big Bordeaux Creek, the parameters

and initial estimates are as follows.

EPXM-the ma*imum interception rate (in./hr) for a dry watershed.

crawford and Linsley2 suggest trial values of 0.10, 0.15, and 0.20 fot

grasslands, moderate forest covers, and heavy forest covers, respectively.

ifr" O. ts-in./hr value was selected for the moderate forest cover along Big

Bordeaux Creek. Clarke used 0.10 in the Cave Creek study'

CX-an index of the surface capacity to store water as interception and

depression storage. This parameter normally ranges from 0.10 to 1.65, and l
the midvalu" of o.go was selected for Big Bordeaux creek although a

greater number might be indicative of the forest cover. Clarke indepen-

dently.arrived at a final, similar value (0.90) for Cave Creek'

EDF-an index of soil-surface moisture storage capacity, representing the

additional moisture storage capacity available during warmer months due

to vegetation. Depending on the soil type, the index ranggs from 0.45 to

2.00. Sandy soilsiimilar to those in the BBC area readily give up moisture

to vegetation, resulting in increased storage capacity. lnitia,l values of 1 . 1 0

and 1.25 were independently selected for the Big Bordeaux and cave

Creek areas.

LZSN-a soil-profile moisture storage index (in.) approximately equal to

the volume of water stored above the water table and below the ground

surface. This parameter is a major runoff-volume parameter, inversely

related to the basin yields, interflow, and groundwater flow. The LZSN

index, depending on porosity and the specific yield of the soil, ranges from

2.0 to 20.0, and 4 in. plus half the mean annual rainfall can be used as an

initial estimate in areas experiencing seasonal rainfall' By the use of a

lg3I-Ig52 average of 15.55 in. of annual precipitation, the Chadron,

Nebraskl, precipitation station gives an initial LZSN : 11.78 in. for Big

Bordeaux Creek. A similar analysis was used for Cave Creek'

K3-a soil evaporation parameter that controls the rate of evapotranspi-

ration losses from the lower soil zone. The parameter ranges from 0.2 to

0.9 depending on the type and extent of the vegetative cover. As an initial

estimate for the light forest coYer in BBC, 0.28 was selected, which agreed

with the estimatis suggested by Crawford and Linsley.2 Also, K3 is

_ approximately equal to ihe fraction of the basin covered by forest and
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d€ep-rooted vegetation. Recommendations2 for barren ground, grass-

lands,andheavyforestsare'respect ively,0'20'0'23'and0'30;0'25was
oPtimal for the Cave Creek studY'

K24L - a Parameter controllinl
from active groundwater stori
drainage basin boundarY' It also
groundwater that Percolates to
K}4LPatameter can be estimatr
water levels, or it is often assumed to be zero because these l0sses are small

compared to the magnitudes of rainfall and runoff'

K24FjL-'the friLction of the total watershed over which evapotranspira-

tion from groundwater storage is assumed to occul at the potential rate'

This pararneter is assume d zero unless a significant quantity of vegetation

draws water directly from the water table. Plants that seek phreatic water,

such as cedar or cottonwood or alfalfa, are called phreatophytes'

EF-a fac tor rang ing f rom0. l to4 .0 tha t re la tes in f i l t ra t ionra tes to
evaporationrates.Thisparametersimplyallowsamolerapidinfiltration
rate recovery during raim"t seasons. A normal starting value of 1'0 was

selected for 
"nig 

Boideaux Creek, whereas the Cave Creek value was set

much lower.

CB-an index that controls the rate of infiltration, depending on the soil

permeabilityandthevolumeofmoisturethatcanbestoredinthesoil.A
midvalue oi O.ZS (0.3-1,.2) was selected for the sandy soils around Big

BordeauxCreek;asmal lervalueof0.65wasopt imalfortheCaveCreek
study.
cY-an index controlling the time distribution and quantities of moisture

entering interflow' This index ranges from 0'55 \" 4':' and a moderately

high value of 3.0 was selected for Big Bordeaux Creek because the water-

shed contains many pine needfe mats. clarke also selected a moderately

high CY for Cave Creek.

KY24-adailybaseflowrecessionadjustmentfaclorusedtoproducea
simulated "oruilin"u, base flow recession. An initial value of 1'0 for Big

Bordeaux creek was selected because the base flow recession for the

hydrographinFig.23.16islinear.Lateradjustmentsmightberequiredin
matching simulated and recorded base flow recessions'

SGW-agroundwaterStorageincrement(in.),reflectingthefluctuations
in storaqelolume. Usually, an initial estimate (0.10 was selected for Big

Bordeaui creek) is made and adjusted after several simulation trials;

SGW ranges from 0.10 to 3.90 in. Thib and the following four parameters

were used only in the BBC studY'

UZS-thecurrentvolume(in.)ofsoilsurfacemoistureasinterception
anddepressionstorage'Becausethesimulationbeginsonoctoberlofthe
first calibration yeai the parameter may initially be designated as zero

unless precipitation occutt during the last few days of September'
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LZS-the current volume (in.) of soil moisture storage between the land
surface and the water table. Sixty percent of LZSN, or 7.0 in., was selected
to initiate the Big Bordeaux Creek iimulation.
GWS-the current groundwater slope index (in.). This index provides an
indication of antecedent moisture conditions. Suggested initial values fall
between 0.15 and 0.25, or the value assigned to SGW can be used. A

. midrange 0.20 in. was selected for Big Bordeaux Creek.
VOLUME-the volume (acre-ft) assigned to swamp storage and dry
ground recharge, accounting for the runoffrequired to recharge swamps in
late summer. Since no swamps were visible on the USGS 7.5-min topo-
graphic maps, an initial value of 0.0 acre-ft was selected for Big Bordeaux
Creek.

Hydrologic Data

In addition to the parameter values of Table 23 .8, the Stanford model requires a large
volume of hydrologic data for each water year of the simulation. The following de-
scription of requried input data for each water year illustrates the data that were
compiled and reduced to necessary input form for 4 water years beginning on October
1, 1968 and ending on September 30,1972. Only the input for BBC is described. The
input includes the following data for each water year:

1. The new year identification entry contains the water year and the recorded
annual streamflow. The values of the annual streamflow for Big Bordeaux
Creek are listed in Table 23.9.

2. A description ofthe stream gauging site.
3. The title to be applied to the ordinate for graphical plots of the simulated and

recorded runoff hydrograph; namely, the daily average flow rate (cfs).
4. Pan-evaporation data, read as 365 or 366 single entries containing daily

evaporation amounts (in.).
5. The monthly evaporation pan coefficients, comprising the data listed in

Table 23.8, beginning with October.
6. Recorded daily streamflows (average flow for the day, cfs) read as 365 or 366

entries for October I through September 30.
7. Hour$ rainfall data, read for each water year. Two entries per day, each

containing an identification ofthe gauge and date, are used to provide hourly

TABLE 23,9 ANNUAL BIG BORDEAUX
CREEK STREAMFLOWS

Recorded annual streamflow
Water years (acre-ft)

1968*1969
1969-1970
r970*1971
r97t-1972

434.0

465.4
296.4
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depths in inches before noon on the first and after noon on the second. Values are
required only for half-days experiencing precipitation. Because of the variable num-
ber of possible rainfall values, a sentinel entry with the year setequal to 2001 is placed
at the end of the data, indicating that all the precipitation data for the water year has
been read.

Output from the Kentucky Version

Depending on which optimal input, output, and branching parameters are selected, a
variety of output data are available from the Kentucky version, including plotted
graphs of measured and synthesized daily streamflow rates. Options include the
following:

. 1. A table of synthesized average daily streamflow rates (cfs).
2. A table of monthly and annual totals of synthesized daily flow rates.
3. Synthesized monthly and annual totals ofrunoffin equivalent inches over

the watershed.
4. Svnthesized monthlv and annual interflow amounts (in.) over the water-

shed.
5. Svnthesized monthlv and annual base flow amounts (in.) over the water-

s[eo.
6. The volume of synthesized streamflow runoff from the watershed for the

entire water year (acre-ft).
7. A summation of all the recorded daily streamflow rates (cfs) for each month

and year.
8. The recorded annual total of runoff (in.) over the watershed.
9. The recorded volume of runoff from November through March (in.) over

the watershed.
10. The amount of synthesized snow from November through March (in.) over

the watershed.
11. The volume of the recorded annual streamflow (acre-ft).
12. The sum of the recorded precipitation for each month and for the year.
13. The synthesized monthly and annual totals of evapotranspiration (in.).
14. The monthly and annual recorded lake evaporation amounts (in.).
15. End-of-the-month levels of UZS, the current surface moisture storage (in.).
16. End-of-the-month levels of LZS, the current soil moisture storage (in.).
17. End-of-the-month values of SGW the current groundwater storage

fluctuation (in.).
18. An annual moisture balance (in.), which represents the moisture not ac-

counted for within the program. This is illustrated in the Cave Creek output.

Gave Creek Model Calibration

Synthetic and actual flow rates at the Cave Creek gauging station are shown for a
single day in Fig. 23.20. Other typical output for portions of one water year of the
simulation is presented in Tables 23.10 and23.ll. The former provides an hour-by-
hour listing of all flow rates in excess of the specified value of MINH, Table 23.8. Note
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Syrrthetic -r

t/ /
I

!
I

l 0  12

Time (hr)

Figurp 23.20 Comparison of synthesized and recorded hydrographs for
Cave Creek. (After C1arke.t6.1

that the streamflow was zero from October through December and exceeded MINH
only during two days in January.

Table 23 .ll contains most of the information described in the 18 items of outpuf
for the Kentucky version. The daily flows are followed by the synthetic and recorded
monthly totals, monthly interflow and base flow amounts, monthly precipitation
totals, monthly actual and potential ET amounts, and end-of-month storages in'the
soil profile and groundwater zones in inches. Of particular interest is the annual
summary in the lower right. Of the 37.5 in. of precipitation, 23.8 in. went to ET,
11.6 in. ran off or was discharged from storage, and the remaining 2.1 in. recharged
the soil profile. Moisture not accounted for during the year was 0.0844 in.

Sensitivity of Model Response to Parameter Changes

One interesting and useful aspect of simulation is the ease with which changes in
watershed parameters can be evaluated. Clarke tested the sensitivity of KWM by
varying several of the parameters in Table 23.8 over reasonable ranges while holding
all other parameters constant. The results of his analysis for Cave Creek on a typical
day in March are summarized in Table 23.12. These observations were taken from
graphs such as Figs.23.2l and23.22, which illustrate the sensitivity of flood magni-
tude and timing to changes in Z and KSC. These results and the summary in
Table 23.12 are applicable only to the CC watershed and should not be viewed as
generally applicable.

r Summary

If actual or synthesized precipitation records are available, one of the most effective
means of analyzing historical flows or evaluating future possible flows under changing
land use patterns is through any of the continuous streamflow simulation models
described in this chapter. Hydrologic problems and applications that can be analyzed
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Figure 23.21 Sensitivity of model response to the length-of-overland-flow
parameter. (After Clarke. 16)
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Figwe 23.22 Sensitivity of model response to the channel routing parame-
ter. (After Clarke.16)

using continuous modeling include watershed yield studies, reservoir design and oper-
ation studies, sediment yield estimating for reservoir design or analysis of impacts of
erosion controls on water quality, water supply studies for municipal, industrial or
agricultural demands, litigation over impacts of wellfields or direct diversions, deter-
mination of hydropower production potential, evaluations of flows that will pass
through critical in*stream or riparian habitat reaches of a stream, identification of
flows that will be available for recreational uses of a stream, and, among numerous
other applications, analysis of water quantity and quality impacts of removing dams
or rnaking other major upstream changes.

The models described in this chapter, and other similar continuous simulation
codes, are available from the federal or state agencies that originated the code, or
from numerous public outlets or vendors who have been authorized to distribute the
software.
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Problems

23.r.

23.2.

23.3.

23.4.

23.5.

23.6.
23.7.

23.8.

23.9.

23.10.

23.1r.

REFERENCES

CONTINUOUS SIMULATION MODELS

Assume that a 30-mi2 rural watershed in your locale receives h 3-in. rain in a 10-day

period. Reconstruct the block diagram ofFig. 23.2 and plot approximate percentages

io show, for average conditions, how the rain would be distributed (a) initially and

(b) after 30 days.

A sloping, concrete parking lot experiences rain at afate of 3.0 in.i hr for 60 min' The

tot is SOO ft deep and has a slope of 0.000-1 ftlft. If the water detention on the lot is

zero at the start of the storm, calculate the complete overland flow hydrograph for 1 ft

of width using the SWM-IV equations. Use a 5-min routing interval and continue

computations until all the detained water is discharged.

Calculate the SWM-IV overland flow time-to-equilibrium for the lot of Problem23'2

and compare it with the Kirpich time of concentration for the lot. Should these be

equal?

Cornpare, by listing traits and capabilites of each, the SWM-IV with its more sophis-

ticated offspring HSP and HSPF.

Discuss the primary differences among the four versions of the Stanford watershed

model described in this chaPter.

Verify Eqs. 23 .23 and 23.24 by starting from Eqs. 13 .4 and 13 '33 '

Discuss the watershed behavior that is depicted in Fig. 23.7. Is this a "typical"

watershed?

Compare the differences between the two U.S. Department of Agriculture continuous

simuiation models, USDAHL and SWRRB, and discuss the applications that would be

best suited to each.

Review the differences between water budget and simulation models discussed in

Chapter 2l anddetermine which of the continuous simulation models described here

could be used to perform water budget calculations.

For what applications might the following be best suited?
API model
USDAHL
HSPF
PRMS
SWRRB

For the continuous simulation model selected by your instructor, describe four differ-

ent types of problems that could be analyzed if you were given the ful1, calibrated

model.

W. T. Sittner, C. E. Schauss, and J. C. Monro, "Continuous Hydrograph Synthesis with an

API-Type Hydrologic Model," Water Resources Res' 5(5), 1007'1022(1969)'

N. H. diawford and R. K. Linsley, Jr., "Digital Simulation in Hydrology: Stanford Water-

shed Model IV," Department of Civil Engineering, Stanford University, Tech. Rep. No.

39.  Ju ly  1966.
L. D. James, "An Evaluation of Relationship Between Streamflow Patterns and Watershed

Characteristics Through the Use of OPSET," Research Rep. No' 36, Water Resources

Institute, University of Kentucky, Lexington, 1970'
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Chapter 24

Si ngle-Event Simulation
Models

r Prologue

The purpose of this chaPter is to:

. Describe how storm event models are structured and how they are used to

simulate direct runoff hydrographs for single storms.
. Describe the five most widely used federal agency single-event models (note

that popular single-event urban runoff simulation models are described in

Chapter 25).
' Provide a detailed case study using one of the models, HEC- 1'
. Introduce the emerging technology of storm surge modeling-the simulation

of hydraulic surges resulting from wind energy acting on the ocean surface.

Many severe floods are caused by short-duration, high-intensity rainfall events.

A single-event watershed model simulates runoff during and shortly following these

discrete rain events. Users of single-event models are normally interested in the peak

flow rate, or the entire direct runoff hydrograph if timing or volume of runoff is

needed. Single-event models simulate the rainfall-runoff process and make no special

effort to account for the rest of the hydrologic cycle. Few, if any, simulate soil

moisture, evapotranspiration, interflow, base flow, or other processes occurring be-

tween discrete rainfall events.
Models described in this chapter are applicable to studies of watersheds that are

primarily rural in makeup. Urbanized subareas are allowed, but for watersheds that

ire principally urbanized, the single-event and continuous models described in

Chapter 2i aremore applicable. Coastal flooding that is induced by surges created by

wind action on the ocean surface is modeled by a different class of single-event

models, described in Section 24'3.

24.1 STORM EVENT SIMULATION

Event simulation model structures closely imitate the rainfall and runoff processes

developed in earlier chapters. Lumped parameter approaches, such as unit-hydrograph

methods, are generally incorporated even though some use distributed parameter
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techniques.. Preparation for implementing most single-event simulation studies begins

with a watershed subdivision into homogeneous subbasins as illustrated inFig' 24'1'

Computations proceed from the most remote upstream subbasln in a downstream

direction,
In any single-event model for a typical basin (Fig. 24.I),the runoff hydrographs

for each of subbasins A, B, . . . , E are computed independently, and then routed and

cornbined at appropriate points (called nodes) to obtain design hydrographs through-

out the basin. The model ieads input parameters for the storm; then applies the storm

to the first upstream subbasin, Bf computes the hydrograph resulting from the storm

event; repeats the hydrograph computation for subbasin A; combines the two com-

puted'hydrographs into a single hydrograph; routes the hydrograph by conventional

iechniques t[rough reach C to the upstream end of reservoir R, where it is combined

with the compuied hydrograph for subbasin C; and so on through the procedure

detailed inFig.24.l.
Hydrograph computations for subbasins are most often determined using unit-

hydrogiaph procedures as illustrated in Fig. 24.2. The precipitation hyetograph is

input iniiormly over the subbasin area, andptecipitation losses are abstracted, leaving

un "*..r, prelipitation hyetograph that is convoluted (see Chapter 12) with the

1. Subdivide basin to accommodate reservoir sites, damage centers'

diversion points, surface and subsurface divides, gauging stations'

precipitation stations, land uses, soil types, geomorphologic features'

2. Lomputation sequence in event simulation models:

a. Compute hydrograph for subbasin B'

b. Compute hydrograph for subbasin A.

c. Add hydrograPhs forA and B.
d. Route comtined hydrograph to upstream end of reservoir R'

b. Compute hydrograph for subbasin C.

f. Compute hydrograph for subbasin D.
g. Combine three hYdrograPhs at R.

h. Route combined hydrograph through reservoir R'

i. Route reservoir outflow hydrograph to outlet'
j. Compute hydrograph for subbasin E'

k. Combine two hydrographs at outlet.

Figure 24.1 Typical watershed subdivision and computation

sequence for event-simulation models.

Outlet (point of concentration)
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prescribed unit hydrograph to produce a surface runoff hydrograph for the subbasin.
The abstracted losses are divided among the loss components on the basis of pre-

scribed parameters. Subsurface flows and waters derived from groundwater storage
are transformed into a subsurface runoff hydrograph, which when combined with the

' surface runoff hydrograph forms the total streamflow hydrograph at the subbasin
outlet. This hydrograph can then be routed downstream, combined with another
contributing hydrograph, or simply output if this subbasin is the only, or the final,
subbasin beine considered.

24.2 FEDERAL AGENCY SINGLE-EVENT MODELS

The rainfall-runoff processes depicted in Figs. 24.1 and24.2 are recognized by most
of the event simulation models named in Table 21.1. Specific computation techniques
for losses, unit hydrographs, river routing, reservoir routing, and base flow are com-
pared in Table 24.1for five of the major federal agency rainfall-runoff event simula-
tion models. All the models allow selection among available techniques. Brief descrip-
tions of each of these models are followed by an illustrative example of an application
of the HEC-I model to a single storm occurring over a 250-mf watershed near
Lincoln, Nebraska.

U.S. Geological Survey Rainfall-Runoff Model

The USGS model can be used in evaluating short streamflow records and calculating
peak flow rates for natural drainage basins.l The program monitors the daily moisture
content of the subbasin soil and can be used as a continuous streamflow simulation
model. The model is classified as an event simulation model because its calibration is
based on short-term records of rainfall, evaporation, and discharges during a few
documented floods. It has been modified several times and has evolved into the USGS
urban continuous simulation model, DR3M, described in detail in Chapter 25.

Input to the model consists of initial estimates of 10 parameters, which are
modified by the model through an optimization fitting procedure that matches simu-

lated and recorded flow rates. Other input includes daily rainfall and evaporation,
close-interval (5-60 min) rainfall and discharge data, drainage areas, impervious
areas, and base flow rates for each flood.

Phillip's2 infiltration equation is used to determine a rainfall excess hyetograph,
which is translated to the subbasin outlet and then routed through a linear reservoir,
using the time-.area watershed routing technique described in Chapter 13.

The USGS rainfall-runoff model can be used to simulate streamflows for rela-
tively short periods for small basins with approximately linear storage-outflow char-
acteristics in regions where snowmelt or frozen ground is not significant. Output from
the model includes a table showing peak discharges, storm runoff volumes, storm
rainfall amounts, and an iteration-by-iteration printout of magnitudes of parameters

and residuals in fitting volumes and peak flow rates.
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TABLE 2II"1 HYDROLOGY PROCESSES AND OPTIONS USED BY SEVERAL
AGENCY RAI N FALL-RUNOFF EVENT SIMULATIONS MODELS

Model code names (slee Table 21 .1)

Modeled comoonents
HEC-1
(Corps)

TR-20
(scs)

USGS
(USGS)

HYMO SWMM
(ARS) (EPA)

Infiltration and losses
Holtan's equation
Horton's equation
Green-Ampt
Phillip's equation
SCS curve number method
Exponential loss rate
Standard capacity curves

Unit hydrograph
Input
Clark's
Snyder's
Two-parameter gamma response
SCS dimensionless unit hydrograph

River routing
Kinematic wave
Full dynamic wave
Muskingum
Muskingum-Cunge
Modified Puls
Normal depth
Variable storage coefficient
Att-kin method
Translation only

Reservoir routing
Storage-indication (Puls)

Base flow
Input
Constant value

, Recession equation
Snowmelt routine

x
X
x

X
X
X
X
X

X
X

X
X

X
Yes YesNoNo

Computer Program for Project Formulation
Hydrology (TR-20)

A particular$ powerful hydrologic process and water surface profile computer pro-
gram was developed by CEIR, Inc.3 and is known by the code name TR-20, which is
an acronym for the U.S. Soil Conservation Service Technical Release Nuntber 20. The
model is a computer program of methods used by the Soil Conservation Service as
presented in lhe National Engine ering Handb o ok. a

The program 'is recognized as an engineer-oriented rather than computer-
oriented package, having been developed with ease of use as a purpose. Input data
sheets and output data are designed for ease in use and interpretation by field engi-



24.2 FEDERAL AGENCY SINGLE-EVENT MODELS 599

neers, and the program contains a liberal number of operations that are user-accom-

modating, even at the expense of machine time.
The TR-20 was designed to use soil and land-use information to determine

runoff hydrographs for known storms and to perform reservoir and channel routing of

the generateO hyOrograpns. It is a single-event model, with no provision for additional

losses or inflltration beiween discrete storm events. The program has been used in all

50 states by engineers for flood insurance and flood hazard studies, for the design of

reservoir and channel projects, and for urban and rural watershed planning.

Surface runoff is computed from an historical or synthetic storm using the SCS

curve number approach described in Chapter 4 to abstract losses' The standard dimen-

sionless hydrogiaph shown in Fig. 12.13 is used to develop unit hydrographs for each

subarea in the watershed. The ixcess rainfall hyetograph is constructed using the

effective rain and a given rainfall distribution and is then applied incrementally to the

unit hydrograph to obtain the subarea runoff hydrograph for th9 storm'

As shown in Table 24.I, TR-20 uses the storage-indication method to route

hydrographs through reservoirs (see Section 13.2). The base flow is added to the direct

.onoffhyatographs at any time to produce the total flow rates. The program uses the

logic depictel in fig. Z+.iby computing the total flow hydrographs, routing the flows

thiough stream channels and reservoirs, combining the routed hydrographs with those

from6ther tributaries, and routing the combined hydrographs to the watershed outlet'

Prior to 1983, the model routed stream inflow hydrographs by the convex method

(Section 13.1), which has since been replaced by the modified att-kin method (Sec-

tion 13.3).Asmanyas200channelreachesandggreservoirsorfloodwater-retarding
structures can be accommodated in any single application of the model. To add to this

capability, the program allows the concurrgnt input of up to 9 different storms over the

watershed area.
Subdivision of the watershed is facilitated by determining the locations of con-

trol points. Control points are defined as stream locations corresponding to cross-

sectional data, reservoir sites, damage centers, diversion points, gauging stations, or

tributary confluences where hydrograph data may be desired. Subarea data require-

ments include the drainage area, the time of concentration, the reach lengths, struc-

ture data as described in-Section 21.1, andeither routing coefflcients for each reach

or cfoss-sectional data along the channels. Whenever cross-sectional dala are pro-

vided, the model calculates ihe water surface elevations in addition to the peak flow

rates and time of occurrence at each section. Subarea sizes are dictated by the

locations of control points. To provide routing and flood hazatd information, it is

necessary to define enough contiol points so that the hydraulic characteristics of the

stream aie defined betwJen controf sections. Applications with TR-20 normally in-

corporate cont*rol points spaced between-a few hundred feet to 2 mi or more apart' The

."rolting subarLas that contribute runoff to a control point are usually less than 5 mi2'

Common subarea sizes for structures are less than 25 mi2 even though there is no

limitation on reach length or subarea size within the program'

Minimal input daia requirements to TR-20 include the watershed characteristics,

at least one actual or syntheiic storm including the depth, duration, and distribution;

the discharge, capaciiy, and elevation data for each structure; and the routing
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coefficients or cross-sectional data for each reach. Input can be described according
to the following outline:

1. Watershed characteristics.
a. The area (in mi2) contributing runoff to each reservoir and cross section.
b. Runoff curve number CN for each subarea. (See Chapter 4.)
c. The antecedent moisture condition associated with each subarea, coded

as dry, normal, or wet.
d. The time of concentration for eacfi subarea (hr).
e. The length of each channel routing reach and subarea mainstream.

2. Velocity-routing coefficient table.
a. A table containing routing coefficients for a range of velocities (ftlsec).

This table is contained within the program and need only be entered if
the user desires different velocities.

3. Dimensionless hydrograph.
a. This table is contained within the program and need only be entered if

the user desires a different hydrograph.
4. Actual hydrograph.

a. Actual hydrographs can be introduced at any point in the watershed.
Hydrograph ordinates are read as discharge rates (cfs) spaced at equal
time increments apart, up to a maximum of 300 entries.

b. Base flow rates (cfs) can also be specifiefl'
5. Base flow.

a. In addition to the option of specifying the base flow rates associated with
a hydrograph that was input, the base flow can be specified or modified
at any other control Point.

6. Storm data.
a. Storms are numbered from 1 to 9 and are input as cumulative depths at

equally spaced time increments.
b. As an alternative to specifying cumulative depths at various time incre-

ments, a dimensionless storm can be input, and up to 9 storms can be
synthesized by specifying each storm depth and duration'

7. Stream cross-sectional data.
a. Up to 200 cross sections may be input for a single run. Cross-sectional

data consist of up to 20 pairs of values of the discharge versus flow area.
b. If cross-sectional data are provided, the routing coefficients are deter-

mined from them. In the absence of such data, the user must specify a
routing coefficient for each reach.

8. Structure.data.
a. The rbservoir data consist of up to 20 pairs of outflow discharge rates (cfs)

versus storage (acre-ft).
b. A maximum of 99 structures are allowed in a run.

The desired output from TR-20 must be specified by a set of input file control
variables. Hydrographs at each control point for each storm can be printed by specify-
ing the control point identification in the control cards. Any combination gf the
following items can be produced at each control point:
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* . The peak discharge rate, time of peak, and peak watet' surface elevations.
2. The discharge rates in tabular form for the entire hydrograph'
3. Water surface elevations for t'he entire duration ofJunoff'
4. The volume of direct runoff, determined from the area under the hy-

drograph.
5. Hydrograph ordinates in any specified format.
6. Summary tables containing water balance information'

Basic data needed by the computer program are determined from field surveys'

Rainfall frequency data are input from daia in the U.S. Weather Bureau TP-40

report.s Peak-discharge and area-flooded information for present and future condi-

tions for several return periods are output by TR-20 in a form suitable for direct use

in an economic evaluation model.

Problem-Oriented Computer Language for Hydrologic
Modeling (HYMO)

A unique computer language designed for use by hydrologists who have no conven-

tional computir programming experience was developed by Williams and Hann.6

Once the progru- has been compiled, the user forms a sequence oJ commands that

synthesiz{ route, stoie, plot, or add hydrographs for subareas of any watershed.

Seventeen commands are available to use in any sequence to transform rainfall data

into runoff hydrographs and to route these hydrographs through streams and.reser-

voirs. The HYMO model also computes the sediment yield irt tons for individual

storms on the watershed.
Watershed runoff hydrographs are cornputed by HYMO using unit-hydro-

graph techniques. Unit hydrographs can either be input or synthesized according to

the dimensionless unit hydrograph shown in Fig. 24.3. Tetms in the equations are

s ls'o

1.0

tp

Figure 24.3 Dimensionless unit hydrograph used in HYMO.
(After Williams and Hann.6)

.  -  i l - I

q  =  q "  ( - \  t t r - ' t r t r t r - t t
'  \ ' p  I

t6 inflection point

q = qos(to- t)tx
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4 : flow rate (ft3lsec) at time t
q, : peak flow rate (ft3lsec)

te = time to peak (hr)

n : dimensionless shape parameter

q6 : flow rate at the inflection point (cfs)

/o : time at the inflection point (hr)

K : recession constant (hr)

Once K and to and 4o are known, the entire hydrograph can be computed from
the three segment equations shown in Fig. 24.3. The peak flow rate is computed by
the equation

(24.r)

where B : a watershed parameter, related to n as shown inFig.24.4
A : watershed area (mi2)
O: volume of runoff (in.), determined by HYMO from the SCS

rainfall-runoff equation described in Chapter 4 t

The duration of the unit hydrograph is equated with the selected time increment. The
runoff Q for the unit hydrograph would of course be 1.0 in. The parameter n in
Fig. 24.4 is obtained from Fig. 24.5. Parameters K and to for ungauged watersheds

BAO
u ^ - -

500

0 2 4 6 8 1 0 1 2

n

Figure 24.4 Relation between dimensionless shape
parameter n and watershed Parameter B. (After Williams
and Hann.6)

50

10
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Figure 24.5 Relation between dimensionless shape '
parameter n and ratio of recession constant to time to
peak. (After Williams and Hann.6.1

are determined from regional regression equations based on 34 watersheds located
in Texas, Oklahoma, Arkansas, Louisiana, Mississippi, and Tennessee, ranging in
size from 0.5 to 25 mi2, or

and

K : 27 .o Ao 231 sLp-o i.'t (#,)"-

t p : 4.63 Ao +"5rr-o' 'u( !  
)t '"

(24.2)

(24.3)

where SLP : the difference in elevation (ft), divided by floodplain distance (mi),
between the basin outlet and the most distant point on the divide

LfW : the,basin length/width ratio

River routing is accomplished in HYMO by a revised variable storqge
cofficient (VfC) method.T The continuity equation, I - O : dS/dt, and the storage
equation, S : KO, are combined and discretized according to the methods outlined
in Chapter 13. The VSC method recognizes the variability in K as the flow leaves the
confines ofthe stream channel and inundates the floodplain and valley area. Relations
between K and O are determined by HYMO from the input cross-sectional data, or
HYMO will calculate the relation using Manning's equation if the floodplain and
channel roughness coefficients are specified. The bed slope and reach length are also
part of the required input.
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The Widely adopted storage-indication method (see Chapter 13) is used to route
inflow hydrographs through reservoirs. The storage-outflow curve must be determined
externally by the user and is input to the prolram as a table containing paired storages
and outflows, using storage defined as zero whenever the outflow is zero.

The user-oriented comrnands and the data requirements for each command are
as follows:

1. Sta;t: the time rainfall begins on the watershed.
2. Store hydrograph: the time incremenf to, be used, the lowest flow rate to be

stored, the watershed atea, and the successive flow rates spaced at the
specifled time increment.

3. Develop hydrograph: the desired time increment, the watershed atea, the
SCS runoff curve number CN, the watershed channel length and maximum
difference in elevation, and the cumulative rainfall beginning with zero and
accumulated at the end of each time increment until the end of the storm.

4. Compute the rating curve: cross-sectional identification number, number of
points in the cross section, the maximum elevation of the cross section, the
main channel and left and right floodplain slopes, Manning's n fot each
segment, and finally pairs of horizontal and vertical cpordinates of the
points describing the cross section.

5. Reach computations: the number of cross sections in the routing reach, the
time increment to be used in routing, the reach length, and the discharge
rates for which the variable storage coefficient is to be computed'

6. Print hydrograph: the idpntification nurnber of the cross section at which
hydrographs are to be printed.

7. Plot hydrograph: the identification number of the cross sections at which the
hydrographs are to be plotted.

8. Add hydrographs: the identification numbers of the hydrographs to be
added.

9. Route reservoir: the identification riumbers of the locations of .the outflow
and inflow hydrographs, and the discharge-storage relation for the reservoir.

L0. Compute travel time: the reach identification number, reach length, and
reach slope.

11. Sediment yield: several factors describing soil erodibility, cropping man-
agement, erosion control practices, slope length, and slope gradient.

Output from HYMO includes the synthesized or user-provided unit hydro-
graphs, the storm runoff hydrographs, the river- bnd reservoir-routed hydrographs,
and the sediment yield for individual storms on each subwatershed. Hydrographs
computed by HYMO compared closely with measured hydrographs from the 34 test
watersheds.

Storm Water Management Model (SWMM)

The Environmental Protection Agency model, SWMM,s is Hsted in Table 21.1 in two
locations corresponding to rainfall-runoff event simulation and urban runoff simula-
tion. The model is primarily an urban runoff simulation model and is described in
detail-in Chapter 25.



24.2 FEDERAL AGENCY SINGLE-EVENT MODELS 605

Lilie most others, the SWMM model has undergone numefous modiflcations and

improvements since its first release in 1972. The initial version8 was a single-event

model, and newer versionse,lo allow its ri'se in continuous modeling of urban storm

water flows and water quality parameters. The latest release includes a new snowmelt

routine, a new storm watei tto.ugt and treatment package' a sediment scour and

deposition routine, and a revised infiltration simulation'

swMM's hydrograph and routing routines are hydraulic rather than hydrologic'

A distributed parameier approach is used for subcatchments consisiting of single

parking lots, city lots, and so on. Accumulated rainfall on these plots is first routed as

overland flow to gutter or storm drain inlets, where it is then routed as open or closed

channel flow to the receiving watefs or to some type of treatment facility' Of the five

event-simulation models coripared in Table 24.l,the SWMM gives the greatest detail

in simulation, but cannot be used in large rural watershed simulations.

overland flow depths and flow rates are computed for each time step using

Manning's equation along with the continuity equation. The water depth over a

subcatchment will increale without inducing an outflow until the depth reaches a

specified detention requirement. If and whenever the resulting depth over the sub-

c^atchment, D., is largei than the specified detention requirement, Da, an outflow rate

is computed using a modified Manning's equation

r .49 .  -
V : - J 1 - ( D , -  D , ) 2 / 3 S t / 2

and Q*: vw(D, - D)

where V:theveloci ty
n : Manning's coefflcient
S : the ground slope

W : the width of the overland flow

Q. : the outflow discharge rate

(24.4)

(24.s)

After flow depths and rates from all subcatchments have been computed, they are

combined along with the flow from the immediate upstream guttef to form the total

flow in each successive gutter.
The gutter and PiPe flows are routed

to any points of interest in the network wh

ordinates for each time step in the routir

increments until the runoff from the storm
ters of the gutter shape, slope, and length
roughness Joef{cienti ior ttre pipes or channels must also be supplied and are avail-

able in most hydraulics textbooks'
Other iniut required for a typical simulation with the SWMM model include the

following:

1. Watershed characteristics such as the infiltration parameters, percent im-

pervious area, slope, area, detention storage depth' and Manning's

coefficients for overland flow'
2. The rainfall hyetograph for the storm to be simulated'
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3. The land-use data, average market values of dwellings in subareas, and
populations of subareas.

4. Characteristics of gutters such as the gutter geornetry, slope, roughness
coefficients, maximum allowable depths, and linkages with other connect-
ing inlets or gutters.
Street cleaning frequency.
Treatment devices selected and their sizes.
Indexes for costs of facilities.
Boundary conditions in the receiving waters.
Storage facilities, location, and volume.
Inlet characteristics such as surface elevations and invert elevations.
Characteristics of pipes such as type, geometry, slope, Manning's n, and
downstream and upstream junction data.

HEC-I Flood Hydrograph Package (HEC-1)

The U.S. Army Corps of Engineers Hydrologic Engineering Center developed a series
of comprehensive computer programs as computational aids for consultants, universi-
ties, and federal, state, and local agencies (see Section 21.4). Programs for flood
hydrograph computations, water surface profile computations, reservoir system analy-
ses, monthly streamflow synthesis, and reservoir system operation for flood control
comprise the series. The single-event flood hydrograph package, HEC-1, is described
here.tt

The HEC-1 model consists of a calling program and six subroutines. Two of
these subroutines determine the optimal unit hydrograph, loss rare, or streamflow
routing parameters by matching recorded and simulated hydrograph values. The other
subroutines perform snowmelt computations, unit-hydrograph computations, hy-
drograph routing and combining computations, and hydrograph balancing computa-
tions. In addition to being capable of simulating the usual rainfall-runoff event
processes, HEC-1 will also simulate multiple floods for multiple basin development
plans and perform the economic analysis of flood damages by numerically integrating
areas under damage-frequency curves for existing and postdevelopment conditions.

HEC- 1 underwent revisions in the early 1970s and again in the 1980s. Several
features were added (e.g., SCS curve number method, hydraulic routing), and a
microcomputer version was developed in 1984. The 1985 release expanded earlier
versions to include kinematic hydrograph routing, simulation of urban runoff, hy-
drograph analysis for flow over a dam or spillway, analysis of downstream impacts of
dam failures, multistage pumping plants for interior drainage, and flood control sys-
fem economics. The 1990 version of HEC- 1, available for PCs or Harris minicomput-
ers, incorporatBs yet other improvements. It adds report-quality graphic and table
capability, storage and retrieval of data from other programs, and new hydrologic
procedures including the popular Green and Ampt infiltration equation (Chapter 4)
and the Muskingum-Cunge flood routing method (Chapter 13).

In addition to the unit-hydrograph techniques of the earlier versions, the
modified HEC-I allows hydrograph syntheses by kinematic-wave overland runoff
techniques, similar to those developed for use in SWMM. The runoff can either be
concentrated at the outlet of the subarea or uniformly added along the watercourse
leogth through the subarea, distributing the inflow to the channel or gutter in linearly

5 .

6.
7.
8.
9.

1.0.
11.
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increasing amounts in the downstream direction. The 1990 version allows the use of
the Muskingum-Cunge routing method in a land surface runoff calculation mode.

Precipitation can be directly input, or one of three synthetic storms (refer to
Chapter 16) can be selected. A standard project storm (SPS) is available for large
basins (over 10 mi2) located east of 105' longitude, using procedures described in
Corps of Engineers manuals. A 96-hr duration is synthesized, but the storm has a 6-hr
peak during each day.

A second type of storm is the probable maximum precipitation (PMP), using
estimates from National Weather Service hydrometeorologic reports available for
different locations (Chapter 16 describes these). A minimum duration is 24ht, and
storms up to 96 hr long may be analyzed. The third method allows synthesis of any
duration from 5 min to 10 days. The user need only specify the desired duration and
depth, and the program balances the depth around the central portion of the duration
using the blocked IDF method of Section 16.4.

The later versions of HEC-I include all the precipitation loss, synthetic unit
hydrograph, and routing functions developed for earlier versions. Additional loss
methods include both the SCS curve number method and Holtan's loss rate equation
(an exponential decay function).

Because of the popularity of SCS techniques, the HEC-1 now includes TR-20
procedures for losses and hydrograph synthesis. The duration ofthe SCS dimension-
less unit hydrograph is interpreted by HEC-1 as approximately 0.2 times the time to
peak, but not exceedin g 0.25 times the time to peak (this converts to 0.29 times the
lag time).

For routing through streams and reservoirs, the newest version of HEC-1 in-
cludes all previous methods, and additionally performs kinematic-wave channel rout-
ing for several standard geometric cross-section shapes.

In comparison to other event-simulation models, HEC-1 is relatively compact
and still able to execute a variety of computational procedures in a single computer
run. The model is applicable only to single-storm analysis because there is no provi-

sion for precipitation loss rate recovery during periods of little or no precipitation.
After dividing the watershed into subareas and routing reaches as shown in

Fig. 24.6, the precipitation for a subarea can be determined by one of four methods:
(1) nonrecording and/or recording precipitation station data, (2) basin mean precip-

itation, (3) standard project or probable maximum hypothetical precipitation distri-
butions, or (4) synthetic balanced storm method using IDF data (Section 16.4). Either
actual depths or net rain amounts may be input, depending on the user's choice of

techniques for abstracting losses. The HEC-1 loss rate function is easily bypassed if
the net rain is available for direct input.

The program logic for HEC-1 is shown in Fig. 24.6.Hydrologic processes such

as the subarea runoff computation, routing computation, hydrograph combining,
subtracting diverted flow, balancing, comparing, or summarizing are specified in the
input using the sequence illustrated inFig.24.L

One loss rate in the HEC-1 model is an exponential decay function that depends
on the rainfall intensity and the antecedent losses. The instantaneous loss rate, in
in./hr, is

L, = K'Pf (24.6)
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Figure 24.6 HEC-1

where L, : the instantaneous loss rate (in./hr)
P, : intensity of the rain (in./hr)
E : the exponent of recession (range of 0'5-0'9)

K' : acoefficient, decreasing with time as losses accumulate

K, : KoC-cuMlllo + AK Q4.7)

where Ko : the loss coefficient at the beginning of the storm (when

CUML = 0), an average value of 0'6
CUML : the accumulated loss (in.) from the beginning of the storm to time t

C : a coefficient, an average of 3.0

If AK is zero, the loss rate coefficient K' becomes a parabolic function of the

accumulated loss, CUML, and would thus plot as a straight-line function of CUML on

semilogarithmic graph paper if K were plotted on the logarithmic scale. The straight-

fine reLtion t aepiCteO ln Fig.24.7, showing the decrease in the loss rate coefficient

as the losses accumulate during any storm. Because loss rates typically decrease much

more rapidly during the initial minutes of a storm, the loss tate K' is increased above

the straightJine amount by an amount equal to AK, which in turn is made a function

of the amount of losses th;t will accumulate before the K' value is again equal to the

READINPUTDATA;
REFORMATDATAAND
WRITE TO WORKINGFILE

REA,D ANDPRINT
JOB SPECIFICATION;

READ ANDPRINT DATA

COMPUTE
RL]NOFF
HYDROGRAPH

Program Operations Overview.l 1
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0.2 cuMLl

Ko

0 Accumulated loss ' CUML (in.)

Figure 24.7 Variation of the loss rate coefficient K' with the
accumulated loss amount CUML.

straight-line value, K. This initial accumulated loss, CUML,, is user-specifieda-nd-rs
rela6d to AK in such a fashion that the initial loss rate K' is 20 percent times CUMLI
greater than Ko (see Fig. 24.7).Initialloss coefficients Ko are difficult to estimate, and

itandard purves in Chapters 4 and 23 are available to determine initial infiltration

rateS, 26. For gauged basins, HEC- 1 allows the user to input rainfall and runoff data

from which the loss rate parameters are optimized to give a best fit to the information
provided. Estimates of parameters for ungauged basins fall in the judgment realm

noted in Table 21.1. An alternative to the described loss rate function is available in

HEC-1, which is an initial abstraction followed by a constant loss rate, similar to a

@ index.
The HEC-1 model provides separate computations of snowmelt in up to

10 elevation zones. The precipitation in any zone is considered to be snow if the zone

temperature is less than abase temperature, usually 32'F, plus 2".Thp snowmelt is

computed by the degree-day or energy budget methods whenever the temperature is

"qou1 to or greater than the base temperature. The elevation zones are usually consid-

ered in increments of 1000 ft although any equal increments can be used.

unit hydrographs for eaph subarea can be provided by the user, or clark's

methodl3 o{ synthesizing an instantaneous unit hydrograph (IUH) can be used.

Clark's method is more commonly recognized as the time-area curve method of

hydrograph synthesis described in Section 12.6. The time-area histogram, determined

from an isochronal map of the watershed, is convoluted with a unit design-storm

hyetograph using Eq. 12.38, as illustrated in Fig. t2.l9.The methods described in

Section 1.3.2 arc then used to route the resulting hydrograph through linear reservoir

storage using Eq. 12.35 with a watershqd storage coefficient K. Input data for Clark's

A,K=Oif CUML> CUMLy
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method eonsists of the time-area curve ordinates, the time of concentration for the
Clark unit graph, and the watershed storage coefficient K. If the time-area curve for
the watershed under consideration is not'available, the model-provides a synthetic
time-arca curve at, the user's request.

Because the Corps of Engineers commonly uses Snyder's method (Chapter 12)
in unit-hydrograph synthesis for large basins, the Snyder time lag from Eq. 1 1.5 and
Snyder's peaking coefficient Co from Eq.12.17 can be input, and Clark's parameters
will be determined by HEC-1 from the Snyder coefficients. The actual or synthetic
time-area curve is still required.

Base flow is treated by HEC-1 as an exponential recession using an exponent of
0.1 in the following equation:

(24.8)

where Q, : the flow rate at the beginning of the time increment
Q2 : the flow rate at the end of the time increment
R : the ratio of the base flow to the base flow 10 time increments later

The base flow determined from this equation is added to the direct runoff
hydrograph ordinates determined from unit-hydrograph techniques. The starting point
for the entire computation is the user-prescribed base flow rate at the beginning of the
simulation, which is normally the flow several time increments prior to any direct
runoff. Ifthe initial base flow rate is specified as zero, the computer program output
contains only direct runoff rates.

The HEC-I package allows the user a choice of several hydrologic or "storage-

routing" techniques for routing floods through river reaches and reservoirs. All use the
continuity equation and some form of the storage-outflow relation; some are de-
scribed in more detail in Chapter 13. The five routing procedures included in the
program are the following:

1. Modified Puls-this method is also called the storage or storage-indication
method and is a level-pool-routing technique normally reserved for use with
reservoirs or flat streams. The technique was described in detail in Sec-
tion I3.2.

. 2. Muskingum-described in detail in Section 13.1.
3. Muskingum-Cunge-a blended hydrologic and hydraulic routing method

detailed in Section 13.1.
4. Kinematic wave-described in Section 13.3.
5. Straddle-stagger-also known as the progressive average lag method. The

techniqpe simply averages a subset of consecutive inflow rates, and the
averaged inflow value is lagged a specified number of time increments to
form the outflow rate.

Input to HEC- 1 is facilitated by arranging three categories of data in a sequence
compatible with the desired computation sequence, summarized in Table 24.2. The
individual input records are preceded by a two-character code. The first character

O r :  #
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TABLE24.2 SUBDIVISIONS OF INPUT DATA FOR HEC-111

Job control Hydrology and hydraulics Economics and end of job

I -, Job initialization
V-, Variable output summary
O , Optimization
J -" Job type

K-, Job step control
H-, Hydrograph transformation

Q-, Hydrograph data
B_, Basin data
P _, Precipitation data
L-, Loss (infiltration) data
U_, Unit graph da-ta
M-, MeIt data
R_, Routing data
S-, Storage data
D_, Diversion data
W-, Pump withdrawal data

E_, etc., Economics, data
ZZ,End of Job

EXAMPLE 24.1

in Example 24.1.

In June 1963 the Oak Creek watershed shown in Fig. 24.8 experienced a severe

over Subarea 1. For the remaining elongated watershed areaA-�H within the boldface

border, use the June storm to simulate hydrographs at each of Points 1 - 8 using a single

run of HEC-I and compare peak flows with recorded values at Points 3 and 8'

SCS runoff equationa and a basin-wide composite curve number of 73 (see

Chapter 4).
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Miles 2 Net rain (in)
dt\ -

4

0 1 2 3 4 5

Scale in miles

r--l
Nebraska

l 
Rafmond

I 190

\o
{

\ @

\ 8 .

34
I,,,G
'I-t

65t).

7.8
+.-)

33.4
26.9B

C
D
E
F
G
H

f
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. 28.3
17.0
5.0
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258.0
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2.8
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t .7
t ; 7
1.0
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;"'F4d"fs;

paralso

, 1236

Figure 24.8 Oak Creek watershed subarea map.and data sheet, June 1963.
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* The computation logic to simulate runoff for this storm consists of the

following 22 steps:

L. Compute the hydrograph for Atea A at Point 1.
2. Route the A hydrograph from Point 1 to Point 2.
3. Compute the hydrograph for Area B atPoint 2.
4. Combine the two hydrographs atPoint 2.
5. Route the combined hydrograph to Point 3.
6. Compute the hydrograph for Area C-at Point 3.
7. Combine the two hydrographs at Point 3.
8. Route the combined hydrograph to Point 4.
9. Compute the hydrograph for Atea D at Point 4.

10. Combine the two hydrographs at Point 4. ;
1L. Route the combined hydrograph to Point 5.
12. Compute the hydrograph for Area E at Point 5.
13. Combine the two hydrographs at Point 5.
14. Route the combined hydrograph to Point 6.
1.5. Compute the hydrograph for Atea H at Point 6.
16. Combine the two hydrographs at Point 6'
17. Route the combined hydrograph to Point 7.
18. Compute the hydrograph for Area F at Point 7'
19. Combine the two hydrographs at Point 7. ,
20. Route the combineA hyJrograph to Point 8.
21. Compute the hydrograph for Area G at Point 8'
22. Combine the two hydrographs at Point 8.

Runoff hydrographs for subareas are simulated by convoluting the net

storm hyetograph with unit hydrographs synthesized by Clark's method using

Snyder'i coiffiiients (see Chapter I2). A Co vabte of 0.8 is applied for Oak

Crlek because of the moderately high retention capacity of the watershed.

Subarea time lag values for each subarea are found from Eq. (11.5) using a C'

value of 2.0.
Hydrograph stream routing is performed using the Muskingum technique

(chapter 13) with x : 0.15 and K: the approximate reach travel time, using

length divided by the avefage velocity. A Ch6zy average velocity determined as

100 times the square root of the average reach slope is used. If K exceeds three

routing increments, the reach is further subdivided by HEC-1 into shorter

lengths to ensure computational resolution.
A sample of the input and output for this job is shown as Table 24.3.Each

of the 22 computational steps are separated in sequence. Only Steps 1-5 are

included in the sample. Note that the HEC-1 loss rate function was not used so

that the end-of-perlod excess and rain depths are equal. Note also that hy-

drograph routing of the A hydrograph from Point 1 to Point 2 was facilitated

using three equal reach lengths each with a K-value (AMSKK) of l.2hr.- 
A summary of HEC- 1 peak and time-averaged flow rates for each of steps

l-22 is given in Table 24.4. Note that the simulated peak at Point 3 is 27,539

cfs, which agrees very well with the recorded val:ue of 27 ,500' The correspond-
-ing simulated and observed peak flows at Point 8 arc 22,453 and 21,600 cfs,

respectively. Il - - - -- -' - -
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24.3 STORM SURGE MODELING

TABLE24.4 RUNOFF SUMMARY OF SIMULATED PEAK AND AVERAGE FLOWS
AT POINTS 1 THROUGH 8 FOR THE JUNE, 1963 STORM

Peak 6-hr 72-hl

625

24-hr Area

Hydrograph at
Routed to
Hydrograph at

2 Combined
Routed to
Hydrograph at

2 Combined
Routed to
Hydrograph at

2 Combined
Routed to
Hydrograph at

2 Combined
Routed to
Hydrograph at

2 Combined
Routed to
Hydrograph at

2 Combined
Routed to
Hydrograph at

2 Combined

I
2
2
2
3
3
3
4

A

A

5
5
5
6
6
6
7
7
7
8
8
8

34475.
25622.
17310.
30092.
26759.
15400.
27539.
25912.
3362.

25925.
23911.
7 100.

239 t t .
23911.
3349.

23911.
22949.
4113.

22949.
22453.
1684.

22453.

24048.
20848.
11207.
26453.
2406r.
10503.
25828.
2455r.
2382.

24606.
22858.
5604.

22874.
22874.
2478.

22874.
22024.
2764.

22924.
21595.

868.
21595.

69'74.
6974.
3 100.

10074.
10070.
2995.

13056.
13052.

689.
13702.
13523.
1816 .

14717.
14717.

7s0.
15268.
t4984.

I  t J ,

t5t12.
14994.

228.
14995.

3382.
3382.
1503.
4885.
4885.
1452.
6337.
8409.
441.

8850.
8875.
1162.

10038.
10039.

480.
10518.
10482.

495.
rc977.
10908.

146. '

1 1054.

33.40
33.40
26.90
60.30
60.30
z t . 3 v

87.60
87.60
9.20

96.80
96.80
28.30

r25.10
l25. to
28.00

153.10
153.  r0
17.00

170.10
170.10

5.00
175.  l0

24.3 STORM SURGE MODELING

Coastal areas not only experience floods from single-event storms but also from storm
surges (short-term changes in sea level) normally caused by hurricanes. Several com-
puter models are available to analyZe hurriCane-produced storm surges.l2 Most are
deterministic, modeling the physical processes of momentum transfer from the atmos-
phere to the ocean. Parameters in these models can be adjusted to allow analysis of
actual or hypothetical storms such as the probable maximum hurricane (PMH) or
standard project hurricane (SPH).

Federal agencies, private consultants, and universities have developed surge
models. Several nonproprietary, open-coast surge models are listed inTable 24.5.
User's manuals are available for all the models listed.

Storm surge models simulate the effects of wind momentum on ocean water
masses. This involves principles from meteorology, oceanography, and wave hydrody-
namics, which-all operate from assumptions about storm, geometry, and water-level
conditions. Tide levels are included in most of the models because damage from surges
often depends entirely on concurrence with the peak surge level.

The equations solved by the first three models in Table 24.5 are two-dimen-
sional versions of Eq. 13.51 and the equatiotr of continuity, Eq. 13.40. The fourth
model disregards the continuity equation and solves Eq. 13.51 through a series of
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TABLE 24.5 STORM SURGE MODELS

Program name User/agencf Data input
Differential equation

solution method Applicable coasts

SPLASH

SSURGE

FIA model

BATHYSTROPHIC

Atmospheric pressures, radius to
maximum wind, storm speed

Atmospheric pressures, radius to
maximum wind, storm speed

Atmospheric pressures, radius'to
maximum wind, storm speed,
maximum wind speed, depth
of shelf

Wind field, pressure differences,
radius to maximum wind,
forward speed

,NWS, National Weather Service; COE, U.S. Army Corps of Engineers; FIA, Federal Insurance Administration; CERC, Coastal

Engineering Research Center, Corps of Engrneers.

assumptions. The models are not truly dynamic because they treat time as a succession
of steady states. Output is a file of water depths at the end of each time step used in

the simulation. Storms that can be simulated include the SPH, PMH, or any pre-

scribed wind field.

r summary
By far the largest number of hydrologic model applications involves the use of single-

event simulation models, whether the general versions described in this chapter or the

urban runoff models about to be presented in Chapter 25. Data requirements for

single-event models are nominal-far less than for continuous modeling studies. In

the majority of cases, the data required for any subarea are easily obtained from

readily available topographic and soils maps. Given the basin area, slope, soil types,
land use, and location, estimates of peak flow rates and shapes of runoff hydrographs
ar several locations in the watershed can be obtained for given storms within a few

hours' time using these models. They continue to be the primary tool used by practic-

ing engineers in analysis and design of stormwater handling facilities.

PROBLEMS

NWS

coE

FIA

CERC

Finite-difference

Finite-difference

Finite-difference

Finite-difference

Mildly curved,
Gulf and East
coasts

All coasts

Gulf and Atlantic
coasts

All coasts

24.1. Six numbered subareas for a river basin are as shown in the sketch. Prepare a sche-

matic diagram for a model study using boxes as subbasin runoff components' connect-

ing lines as channel routing links, circles as hydrograph combination nodes, and

triangles as reservoir routing nodes. Then describe the computation sequence for this

basin in the same manner shown in Fig.24.1. (See sketch on next page).

Synthesize a unit hydrograph for a watershed in your locale using the HYMO model

equations. Compare with corresponding unit hydrographs from Snyder's method and

the SCS method in Chapter 12.

24.2.

)



PROBLEMS

24.3. Use the HYMO model equations to synthesize a unit hydrograph for the entire 258 sq.
mi Oak Creek watershed in Fig. 24.8.

24.4. A watershed experiences a l2-hr rainstorm having a uniform intensity of 0.1 in./hr.
Using E : 0.7, Ko : 0.6, C : 3.0, and AK : 0.0, calculate the hourly loss rates l,
as determined by the HEC- 1 event-simulation model. Determine the total and percent
losses for the storm.

24.5. Repeat Problem 24.4 wing CUML1 : 0.5 in.

24,6. Route the inflow hydrograph in Pr-oblem 13.7 to the outlet of the 30-mi reach using the
HEC- 1 straddle-stagger method by lagging averaged pairs of flows two time incre-
ments (12 hr). Compare the routed and measured outflow rates.

24.7, Route the inflow hydrograph in Problem 13.7 through the reach by dividing the 30-mi
reach into three subreaches and treat the outflow from each as inflow to the next in
line. Lag flows one time increment in each subreach and compare the f,nal outflows
with the measured values.

24,8. Study Table 24.3 andFig.24.8, and then define the following terms from Table24.3:
AMSKK,X, TAREA, NP, STORM, TP, CP, TC, R, RAIN, ANd EXCESS' COMP Q.

24.9, Search the HEC-I printout in Table 24.3 to determine values (give units) of the
following:
a. The time increment used in the model run.
b. Snyder's Ce,Eq. 12.17 input for Subarea B.
c. The pbak flow rate for the synthesized Subarea-A unit hydrograph.
d. The total runoff (in.) from Subarea A.
e. The peak outflow rate from Subarea A.
f. The peak-to-peak time lag in routing the outflow hydrograph from Point 1 to Point

2,Fig.24.8.
g. The percent attenuation caused by the reach between Points, l and 2.
h. The Subarea-B peak outflow rate if Subarea A is neglected.
i. The simulated Subarea-B peak outflow rate.

627

t-r'\t-;

Sketch for Problem 24.1
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24.10.

24.11.

REFERENCES

t .

SINGLE-EVENT SIMULATION MODELS

*Refer 
to the HEC-1 output in Tables 24.3 and24.4 to answer the following questions:

a. Are the values labeled "PRECIPITATION PATTERN" actual rainfall depths' or

Points 1 and 2 of Oak Creek.

Describe how, for a given storm, you wciuld determine the effectiveness of Branched

oak reservoir at Point 9 in Fig. 24.8 to reduce flooding at Point 8. Answer^by enumer-

ating your computation logic 
"as 

illustrated. You are allowed a maximum of two "runs"

wlttr ilBc- t, und uny nui-rb", of subareas may be used as long as you describe your

subareas.

24.12.Ahydrologis twishestomodelawatershedusingthesCScurvenumbermethodfo
determine net rain, and to route the watershed runoff hydrograph through a reservoir

us ingthestorage- indicat ionmethod.Basef lowistobeincorporatedaSaconstant
value throughout the storm duration. Which event-simulation model or models would

accomPlish the task?

24.13. The following data were prepared for a Yl card for routing a hydrograph using the

straddle-stagger method of UgC-t' The time increment is 1'0 hr'

Field Field Value

A

5
6
7

0
I
2
3

0.0
0.0
0.0

_ I

Use this information to route the following inflow hydrograph by the straddle-stagger

method. The initial outflow is zero. continue routing until outflow is zero again'

Time (hr)
Inflow (cfs)

0 1 2 3
0 0 3 0 6 0

4
r20

5 6 ' 7 8
9 0 3 0 0 0

2.

J .

4.



Chapter 25

r Prologue

Urban Runoff Sirnulation
Models

The purpose of this chaPter is to:

. Describe nine of the most commonly used computer packages for simulation

of urban rainfall-runoff processes'
. Show that the models do more than simulate runoff; they allow the user to

analyze and design complete urban stormwater management systems'

. Demonstrate the'models; capabilities and precision by comparing results ob-

tainedwhensimulatingtheSamewatershedwithdifferentmodels.
. provide a ,,shopper's giid"" to commercial and public domain urban stormwa-

ter software.

urbanization generally has the effect of increasing the volume of runoff and also

tends to result in earlier ani greater peak rates of runoff. Early attempts to apply the

single-event models of Chapter 24 inurban system analysis and design were success-

iutiy u""o*plished by seleciing more intense rainfall-runoff analogs' decreasing total

rainfaU abstiactions 6y deducting the impervious zones from the total pervious area'

increasing the speed oi travel over the land surfaces and in improved channels, and by

adding components to the codes to allow for kinematic wave approximations of

overla=nd flow and hydrologic routing of flow in storm sewers and urban stormwater

retention or detention Ponds.
Discrepancies between these models' predictions and observed urban watershed

response have resulteJ in the dwelopment of a whole class of single-event and contin-

uous streamflow models of the oniq.t" processes operating in -urbanized 
systems'

These models not only simulate the raintitt-runoff process, but also allow the user to

analyzean existing network of interconnected stormwater management facilities or to

design new components of the system (underground storm sewers, detention ponds,

ditches. street inlet sizes and locations, etc')'
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Figure 25.3 RRL results for Woodoak Drive basin' Long Island' N9w York'

storm of October 19, 1966r(a) peaks, (b) volumes, and (c) the hydrographs' (After

Stall and TerstrieP.e)

surfaces, gutters, pipes, and open channels' Physical understanding ofthese

flow phen-omena ii muctr greaier than the present understanding of the many

complexphenomenagov"erningrunofffromruralareassuchasantecedent
moisture conditions, 

"infiltratilon, 
soil moisture movement, transpiration,

evaporation, and so forth.
5. A modification of the RRL method that would provide a function for

grasSedareacontr ibut ionstorunoffcouldbedevelopedintoavaluable
iesign tdol for urban drainage. This is believed to be possible in spite of the

*unly "o*plexities involvei. Further flexibility could be ̂ offered 
by the

addiiional irovision for routing surface runoff through surface storage'

6. The input data r"qoir"m"nt' foi o'" of the RRL methods on an urban basin

are reasonable for the engineering evaluation of a basin for storm drainage

design. The necessary daia are no more complex or_elaborate than the data

;;dlly compiled foi a traditional storm drainage design'
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Time (hr)

( c )

Figure 25.4 RRL results for Echo Park Avenue basin, Los Angeles, California,
storm ofApril 18, 1965: (a) peaks, (b) volumes, (c) the hydrogriphs. (After Stall
and Terstriep.e)

7. It appears that rainfall occurs in greater amounts in the United States than
in Great Britain. This may account for the fact that the RRL method is
successful and widely used in Great Britain and yet suffers the above-
described breakdowns for some of the basins studied in the united States.

8. Better urban rainfall and runoff data are required for the proper testing of
all mathematical models. Research basins that do not have hydraulic piob-
lems, such as undersized drains or inadequate inlets, should be selected and
instrumented.

lllinois Urban Drainage Area Simulator, ILLUDAS
As mentioned, the RRL method only simulates runoff from paved areas of the
basin that are directly connected to the storm drainage system. Grassed areas and
nonconnected paved areas are excluded from consideration. The ILLUDAS10 model
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incorporaies the direct$ connected paved area technique ofthe RRL method but also

,""oggrir", and incorporates runoff from grassed and nolconnected paved areas' ,
Computation of grassed area hydrogriphs for the subbasins.is very similar to the

approach fbr paved ar-ea hydrographs. Figuie 25.5 shows the same subbasin used to

illustrate paved area runofi inFig. ZS.Z. ihe shaded area is the contributing grassed

area, which is largely the front yards ofresidences. Rain falling on any not-directly-

connected paved area is assumed to run off instantly onto the surrounding grassed

area, and grassed area hydrology takes over. Runoff from back and side yards often

drains graluaily to a common bick lot line and then laterally to the nearest street' The

travel time required for this virtually eliminates such grassed areas from consideration

duringre1at ive$short intenseStormSnorma1lyusedfordrainagedesign.� �
After the contributing grassed area has been identified, the curve in Fig' 25 '5 can

be constructed. Travel times across the grass strips are equivalent to the time of

equilibrium from Izzatd's equation,2

t " :  0 .033KLq"o '67 (2s.r)

which is the time when the overland flow dischrage reaches 97 percent of4,, that is,

4" : 0.00002311L

where 4, = discharge of overland flow (cfs/ft of width) at equilibrium-i 
: raii supply rate (in./hr), assumed to be 1'0 in ILLUDAS

L : length of overland flow (ft)

a n d  6 : ( 0 . 0 0 0 7 1  * c ) S - o 3 3

where S : surface slope (ftlft)
c : coefficient having a value of 0.046 for bluegrass turf'

( ) \  ) \

(2s.3)

f : a ( s - F ) ' o + f "
(2s.4)

The time-area curve is assumed to be a straight line. The endpoint, as illustrated in

Fig. 25.5represents the travel time from the farthest point on the contributing grassed

atea,
In ILLUDAS, depression storage is normally set at 0.20 in. but can be varied'

Infiltration is modeled using Holtan's equation,lr

where ,f : infiltration rate at time / (in'/hr)

a : avegetative factor : 1'0 for bluegrass turf

S : storige available in the soil mantle (in.) (storage at the soil porosity

minus storage at the wilting point)

F ; water alreaJy stored in the soil at time /, in excess of the wilting

point(in.)(amountaccumulatedfrominfiltrationpriortotimet)
s_F:Storagespaceremain ing in theso i lmant lea t t ime ' ( in ' )

f" : finallonstant infiltration rate (in./hr), generally equivalent to the

saturated hydraulic conductivity (in./hr) of the tightest horizon

Present in the soil Profile

If physical properties of the soil are known, the equation can be_ used to compute an

innttiation curve. Figure 25.6 shows the general interrelation between the various

infiftratisn rates-and storage factors involved'
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(a) Subbasln map (contributing

grassed area shaded)

o

o

n

(d) Runoff from supplemental paved area

(e) Losses

92

a

a l

(b) Time versus grassed area curve

cAoce't

GA:

GAz
GA

0 1 2 3 4 5 6 7

Travel time to inlet (min)

(f) Grassed area supply mte

3 4 s 6 7 8 9 1 0

Time (min)

(g) Hydrograph
Qr= GAt (GASRT)
Qz= GAz (GASR1) + GAI(GASRI)
Qz= GAz(GASRI) + GA2(GASR) + GA1 (GASR3)

Qn=GAn(GASnr) + " '+ GA1(GASR,)

0  2  4  6  8  1 0 1 2 1 4 1 6

Time from start of rainfall (min)

Figure 25.5 Elements in the development of grassed-area hydrographs. (After Terstriep and

Stall.lo)

, ?

ou
F
I

(c) Rainfall
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foinilial
infiltration
rate

o Time (hr)

Figure 25.6 Diagram of inflltration^ relations used in ILLUDAS,

_ 
Eq. 25.4. (After Terstriep and Stall.'u)

TabIe 25.4 provides an example computation of an infiltration curve for blue-

grass on a silt loam soil in which soil moisture S of 6.95 in. is available. The equation is

f : r ( 6 . 9 s - F ) t + + 0 . 5 0 r r5  5 )

Standard infiltration curves have been devised for use in ILLUDAS for soils having

SCS hydrologic groups A, B, C, and D (Chapter 4). These curves were synthesized

TABLE 25,4 COMPUTATION OF INFILTRATION CURVE FOR SILT LOAM

Available
srorage,
s - F
(in.)

Water
stored,

A F F
(in.) (in.)

lnfiltration rate Time

t
(S - D'+ (in./hr)

Lt' t
(hr) (h0

' avg

(in./hr)

6.95
6.00
5.0
4.0
3.0
2.0
1 .0
0

0.9s
"1.0
1.0
1 .0
1.0
1 .0
1 .0

0
0.95
1.95
2.95
3.95
4.95
5.95
6.95

15.0
12.3
9.5
7.0
4.65
2.64
1 .0
0

15.5
12.8
10.0
7.5
5 .  l 5
3 . r4
1.50
0.50

t + . 1

I  1 . 4

8.7
6.3
A 1

2.3
o.'l

0
0.07 0.07
0.09 0.16
0.11 0.27
0.16 0.43
0.24 0.67
0.43 1.10
r.43 2.53

"Incremental rime, Lt : A'F/f*".

Source: Tersftiep and Stall.ro

ial

!.1
E

H

Infiltrat lon curve

S = Area cross-hatched below

curve equals total storage

in soil (in.)

\ %
s - r '
Available
smrage m
soil (in.)

Final, constant ;
infiltration rate 

- "



from the Horton equation

f :  f " +  ( f o -  f , ) e - k ,

where /o : initial infiltration rate (in'lhr)

,f" : ultimate infiltration rate
e : base of natural logarithms
k : a shape factor selected as k : 2
/ : time from start of rainfall

25.1 URBAN STORMWATER SYSTEM MODELS 643

(2s.6)

This equation is solved in ILLUDAS by the Newton-Raphson technique. The curves

are shown inFig.25.7.
To account for wet versus dry conditions, II-LUDAS divides the antecedent

moisture condition (AMC) into four user-selected ranges' shown in Table 25'5'Each

is based on the total 5-day precipitation prior to the storm day. Infiltration from

F;q.25.6 is varied, depending on the AMC value specified'
ILLUDAS allows the user to operate in two modes, analysis and design. For

design mode, the model generates hydrographs and provides nominal storm sewer pipe

diameters thatare adequate, without surcharge, to pass the peak flows. In analysis

mode, the model g"n".ul"t hydrographs throughout the basin nodes and links and then

alerts the user if iny input pipe diameters are too small' It also sums the volume of

runoff water backed up ai inlets because it could not be accommodated by the

undersized storm sewers.

Time (hr)

Figure 25.7 Standard infiltration curves for bluegrass turf on

four SCS soil types used in ILLUDAS. (After Terstriep and

Stall. lo)
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TABLE 25.F ANTECEDENT MOISTURE CONDITIONS
FOR BLUEGRASS LAWNS

Description

Total rainfall during
5 days preceding storm

(in.)

Bone dry
Rather dry
Rather wet
Saturated

0
0-0.s
0.5-  I
Over 1

Sourc e : Terstriep and Stall. lo

The ILLUDAS model requires estimation of several input parameters. Other
studies 12'13,14 evaluated the sensitivity of ILLUDAS to variations in parameters. The
study in Ref. 13 concludes:

L. The sensitivity of the peak flows to changes in AMC increases as the soil
group changes from D to A.

2. The ranges of sensitivity to the soil groups and AMC are approximately the

3. XT;;rr" in the AMC from2to 3 and a change in the soil group from B to
C are critical for large design return periods, and from C to D for small
design return periods.

4. The ti'me to peak for various combinations of soil group and AMC, for
different return periods, remains the same.

5. The peak flow and runoff volume increase as the AMC changes from 1 to
4. This increase is particularly important between AMC 2 and 3 in general
and between AMC 3 and 4 for soil group A. The peak flow and the runoff
volume increase as the soil group changes from A to D for constant AMC.
This increase is particularly important between soil groups B and C in
general and soil groups C and D for AMC 1.

6. The peak flows decrease markedly for time inerements larger than 5 min,
and the pipe diameters decrease significantly for time increments larger
than 10 min.

7. The time increment should not substantially exceed the paved area inlet
time.

Storage, Treatment, Ovefflow Runoff Model (STORM)

STORM is the Corps of Engineers continuous simulation model of the quantity and
quality of urban Storm water resulting from single events or continuous daily rain-
fall.ls It also simulates dry weather flow from domestic, commercial, or industrial
discharges. Wet weather hydrographs, simulated from intermittent or continuous
hourly rainfall, can be used for a variety of hydrologic study purposes.

Wet weather pollutographs (hydrographs that also provide water quality charac-
teristics) can be predicted for individual historical or synthetic events and used in
assessments of impacts of runoff on receiving streams. The pollutographs consist of
hourly runoff rates, amounts of pollutants, and pollutant concentrations.

AMC
number

I

2
J

A
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RainfalVsnowmelt

Treatment

Figure25.8ConceptualviewofurbansystemasusedinSTORM.(AfterU'S.Army
CorPs of Engineers'")

The model is conceptualized in Fig. 25.8. Snowmelt is simulated by the degree-

day method (Chapter 14). Statistical inlormation is output to aid in the selection of

sbrage "upu"iti., und treatment rates required to achieve desired control of storm

*ut". rurr&f. Statistics, such as average annual runoff, avefage annual erosion' aver-

age annual overflow volume from storige, and average annual pollutant overflow from

storage, are all Provided'
The model simulates the interaction of precipitation, air temperature (to signal

snowfall), runoff, pollutant accumulation, land Jurface erosion, dry weather flow'

storage, treatment iates, and overflows from the storage or treatment system' The

prograncomputescontinuousorsingle-.event.runofffromrainfall'
nunotf is computed as a fractio-n of the difference between rainfall and depres-

,ion ,torug". The fiaction selected depends on land use. Runoff in excess of the

speciteO iTeatment capacity is divertedinto storage for subsequent treatment' Runoff

in excess of both the treatment rate and stofage capacity becomes overflow and is

diverted directly into the receiving waters'

SCS Technical Release No. 55 GR'55)

The SCS TR-55 Procedures for an
urbanized areas were described in

these Procedures recommends mat

Procedures, several vendors have 1
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them avai{able through a number of outlets. A public domain version is available from

the U.S. National Technical Information Service.l6
Users of the vendor-developed renditions of TR-55 should-perform initial stud-

ies using hand-checks to verify the code. An ideal TR-55 program would be one that

uses SCS source code or has SCS endorsement, states all assumptions used, notifies

the user of range violations, and incorporates options for making adjustments to

account for all or most of the following:

1. Changes in the 484 coefficient of Eq. 12.22 for steep, avefage, or flat
watersheds.

2. P er cent imperviousness.
3. Percent of channel that is improved.
4. Ponding area.
5. Subarea length over width ratios that fall outside the assumed range.
6. Slope.
7. Antecedent moisture conditions'
8. Different storm distributions'
9. Proper lag time equation.

10. Recognition of the SCS recommendation that the duration for the derived

unit hydrograph be about 13 percent of the subarea time of concentration'
11. Allowance for watersheds that have initial abstractions, 1,, greater than

20 percent of the potential maximum retention, S.

Whether by manual or computer operations, the SCS cautions that TR-55

hydrograph methods should not be used to perform final design if an error of

ZS peicettt,in predicted volume cannot be tolerated. Their advice is to use TR-20, after

-aking appropriate parameter adjustments, if the urban wathershed is very complex

or if a higher degree of accuracy is required.lT Other precautions regarding the use of

the graphical and tabular methods are identified in Section 15.2'

SCS Urban Time Relationships The relationships among time parameters in

SCS hydrologic methods have not been completely reconciled with observed phenom-

ena or time relationships in other models of urban rainfall-runoff processes. Several

formulations for lag time, with miscellaneous adjustments for urban effects, are

mentioned in Section ll.7 and elsewhere in SCS literature, and have substantial

impact on the shape of the hydrographs. The rational formula (Chapter 15), to

illustrate, assumes that the time of concentration, deflned as the time for rain falling

at the most remote location to reach the outlet, equals the time to peak of the urban

hydrograph. lzzwd found this to hold approximately true in observing runoff hydro-
graphs from paved areas.2

The greatest discrepancy found when comparing SCS and known urban time

relationships is the prolonged time base that results when SCS unit hydrograph meth-

ods in Chapt er 12 areapplied. The hydrograph shape is based on observed runoff from

undeveloped, rural watersheds, As shown in Fig. 12.13, the time base for the dimen-

sionless unit hydrograph is about 5.0 times the time to peak. It was shown in Chap-

ter I}thatlinear superposition of unit hydrographs requires that the release time must

equal the time base of the IUH, which in turn is the time of concentration, /"' Recall
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TABLE 25.6 COMPARISON OF TIME RELATIONSHIPS FOR A D-HR UNIT
* 

HYDROGRAPH BY SCS AND URBAN RUNOFF METHODS

Rational/lzzardllUH Models of Urban Runoff SCS Dimensionless Unit Hydrograph
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Given:
D :  t "
Time to peak: t,
Release time : tc

Solving:
D : t "
Time to peak = t
Release time : tc
T i m e b a s e : D + t , : 2 t ,

D : O.2 X time to peak
Time to peak : Iag time + D/2
Lag time : 0.6 t" (Mockus Equation)
Time base = 5.0 X time to peak

D : 0.133 t"
Time of peak : 0.666 r.
Time base : 3.33 t,
Release time : Time base - D : 3.20 t,

that the excess-rainfall release time, t,, was defined in Chapter 11 as the time from

end of excess rain to end of direct runoff. As shown in the Table 25.6, time relation-

ships for the SCS dimensionless unit hydrograph of Fig. 12.13 give prolonged runoff

durations compared to other urban runoff models. Only the time to peak is approxi-

mately equivalent in this comparison. Urban runoff models based on SCS dimdnsion-

less unit Mrograph procedures may result in longer time bases and hydrograph

recessions than other methods.

USGS Distributed Routing Rainfall-Runoff Model (DR3M)

The U.S. Geological Survey simulation model for urban rainfall-runoff applications

originated in tgZg as a lumped parameter single-event tnodel for small watersheds

(deicribed in Chapter 24) and subsequently was expanded to distributed parameter

status, intended primarily for urban applicability.ls Also, a soil moisture routine was

added allowing quasicontinuous simulation.
The model ian be applied to watersheds from a few acres to several square miles

in size (an upper limit ol10 mi2 is recommended). It does not simulate subsurface or

interflow coniributions to streamflow, and these must be externally added if consid-

ered imPortant to the simulation.
Routing of rainfall to channels is by unsteady overland flow hydraulics, and

routing hydrographs through channel reaches is accomplished by kinematic-wave

methods (."t"ito Ctrupter 13). The differential routing equations are solved by one of

three optional numerical methods. The user may specify an explicit or implicit finite-

difference algorithm, or the method of characteristics'
Time may be discretized by the user in as small as l-min increments. The

smallest time increment is used by the program during any days having short-time

interval rainfall, calledunit days. Other days are simulated as24-hr intervals. Move-

ment of surface water is simulated only during unit days. For the rain-free intervals,

daily rainfall is input and used to modify the soil moisture balance leading into the

nextunit day(s). The formatforrain data is compatible with that of the U.S. Geological

Survey systlm, WATSTORE (Water Data Storage and Retrieval System). Input data

can also be obtained from any local National Weather Service office.
practically any basin can be studied by breaking it into several sets of four types

of model ,"g*"ntr. These include overland flow segments (must be approximately
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oF1

Legend:

Overland flow boundary

Stream channel

Overland flow segment I

R-ESI Reservoir 1

CH1 Channel 1

Segment Lateral inflow Upstream inflow

oF1
oF2
cHl
RES
oF3
oF4
CHz

Rahfall.excess
Rainfall excess
oF1, OFz

Rainfall excess
Rainfall excess
oF3, OF4

cH1

RESl

Watemhed outlet

Figure 25.9 Segmentation of watershed for DR3M'

rectangular), detention storage facilities, channels, and nodes. This is illustrated in

fig.2i.9. Each segment in the flgure may have inflow from either lateral or upstream

sources (or both, as occurs for segment CHz).
Rainfall is uniformly distributed over the overland flow rectangles' Each has a

given length, slope, roughness, and percent imperviousness. Laminar flow is assumed

Ioo".or&.rtheiesegrnents.Thevalues of bandmforEqs. 13.28and 13'56arefound

f r o m m :  3  a n d

( t \  1 \' 88So
n : -- K u

where 56 is the slope, r: is the kinematic viscosity of water, equal to 0.0000141 ftlsec

(for 50"i water), and K is a coefficient relating the Reynold's number N. to Darcy's

frictionfactorfbyK: fN,.FlowoverroughsurfacesislaminarifK) 24.Thevalue

K is related to rainfall intensity by

K:  Ko +  101 (25 .8)

where K6 is fouhd from Table 25.7, and l is the rainfall intensity (in./hr).

Channels in Fig. 25.9 represent either natural or artificial gutters or storm

sewers (either op"n .hunntls oi nonpressure pipes are allowed). Inflow to channels

comes from other channels, overland flow (as lateral inflow), or nodes. Nodes are used

when more than three Segments contribute to a channel or reservoi-r, or when the user

wishes to specify an input or base flow hydrograph.
Channel routing is by kinematic-wave techniques, described in Section 13'3'

Input is the channei length, slope, and routing parameters b and m. These arc

)
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TABLE 25.7 ROUGHNESS COEFFICIENTS FOR
OVERLAND AND CHANNEL SEGMENTS
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Sudace type
Laminar flow

Ko
Turbulent flow
Manning's n

Concrete asphalt
Bare sand
Graveled surface
Bare clay-loam soil (eroded)
Spatse vegetation
Short grass prairie
Bluegrass sod

24-r08
30-120
90-400
100-500

1,000-4,000
3,000- 10,000
7,000-40,000

0.01-0.013
0.01-0.016

0.012-0.03
0.012-0.033
0.053-0.13
0.10-0.20
0.17 -0.48

Source: Alley and Smith.r8

developed from the Manning equation and slope of
equations are m : 1.67 and

the channel, respectively. The

, l.4gsto/z
D : -

n

where ru is obtained from Table 25.7 or similar information. The model adjusts both
b and m for various shapes, including circular and triangular (see Table 13.1 for
several ru values). If overbank flow is possible, a second set of b andmparameters can
be input for all flows in excess of the channel capacity.

Reservoir inflow hydrographs are routed by either of two storage routing meth-
ods. If a linear reservoir model is appropriate, the storage coefflcient K, relating
outflow to storage by O : KS, is input. If the modified Puls method is desired, a table
of outflows and corresponding storage levels must be input. The model assumes an
initial reservoir level equal to that corresponding to an outflow of 0.0 cfs.

Ponding behind culverts can be modeled as a reservoir if an S-O relation is
input. This should include data points corresponding to roadway overflow to allow
simulation of this common phenomenon.

Excess rainfall (runoff) from pervious areas is developed from the precipitation
input, minus several abstractions. Infiltration is simulated by

i f  1 > , s

(25.e)

Qs.rr)

(2s.1,2)

(2s.10)

where K is the hydraulic conductivity, P is the average suction head across the
capillary zone, and mo and m are the soil moisture contents before and after wetting.
The term SMS i$the soil moisture storase. The rate of excess rain is found from

r : r ( '  . {o f )

r  :  
*  

i r 1 <  s

and , : r - t
where 1 is the rate of rain supplied to infiltration.
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FHWA Storm Sewer Design Model (HYDRA)

As part of a package of integrated design computer programs called HYDRAIN,2o the

U.S. Federal Highway Administration developed the HYDRA storm drain design

model for use by federal and other engineers. The model is distributed under contract

with the FHWA through Milrans Software Center at the Civil Engineering Depart-

ment of the University of Florida at Gainesville. HYDRA has been linked by commer-

cial vendors to an integrated CAD/GIS system. The program's primary use is analyz-

ing adequacy of existing storm drains or designing new storm drains and inlets by

the rational merhod dJscribed in Chapter 15 or by a modified rational method

which represents the hydrograph as a Eapezoid having a volume equal to the calcu-

lated net rain.
Cornmercial versions of HYDRA allow design by the modified rational method,

SCS methods, or revised Santa Barbara hydrograph methods.2l HYDRA has one

advantage over other storm sewer design models in that hydraulic grade lines through

the systern can be checked by hydraulic backwater computations to determine total

system losses and whether inlets, manholes, or junction boxes are surcharged. Another

useful feature is'that street and gutter flows that exceed the inlet capacity ofthe storm

sewers are routed by HYDRA to the next downstream location and added to the

hYdrograPh at that Point'

Storm Water Management Model (SWMM)

A very widely accepted and applied storm runoff simulation model was jointly devel-

oped by Meicalf und Eddy, Inc., the University of Florida, and Water Resources

Engineers22 for use by the U.S. Environmental Protection Agency (EPA). This model

CHAPTER 25 URBAN RUNOFF SIMULATION MODELS

Runoff from impervious areas depends on whether the areas are directly con-

nected to the drainage system. Those not directly connected are assumed to flow

immediately onto pervious areas, where they are added as lateral inflow. One third of

the rain on direcdy connected areas is abstracted, and the rest is lateral inflow to the

gutter or channel.
Soil moisture is accounted for in a two-layer hypothetical storage zone. The

amount in storage affects the infiltration rate and allows continuous soil moisture

accounting between rain events. During unit days (days with short-duration rain input)

all infiltraied moisture from Eq. 25.10 is addbd to the upper storage zone. Between

unit days, a user-specified proportion of the daily rain is added to SMS. During

rainless days, evapotranspiration occurs from SMS, using input pan evaporation rates

multiplied by a coefficient. ttris process continues until the next rhin event, at which

time infiltration is governed by the amount of soil moisture;
Applications of On:U have been documented across the continental U.S. and

in Alaska and Hawaii.le Calibration of computed and measured runoff for almost

400 storms over 37 watersheds reveal a median error in peak flow estimates and

volume of 21 and 24 percent, respectively, with the best results obtained for highly

impervious watershedi. Indications from verification studies to date are that the model

may overestimate the peak flow rates for simulated floods from storms having magni-

tudes in the design range of flood control facilities, and give better results for smaller

storms typically used in runoff quality studies.
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is designei to simulate the runoff of a drainage basin for any predescribed rainfall
pattern. The total watershed is broken into. a finite number of smaller units or sub-
catchments that can readily be described by their hydraulic or geometric properties.
A flowchart for the process is shown in Fig. 25.10.

The SWMM model has the capability of determining, for short-duration storms
of given intensity, the locations and magnitudes of local floods as well as the quantity
and quality of storm water runoff at several locations both in the system and in the
receiving waters. The original SWMM was an event-simulation model, and later
versionsit keep track of long-term water budgets.

The fine detail in the design on the model allows the simulation of both water
quantity and quality aspects associated with urban runoff and combined sewer sys-
tems. Only the water quantity aspects are described here. Information obtained from
SWMM would be used to design storm sewer systems for storm water runoff control,
Use of the model is limited to relatively small urban watersheds in regions where
seasonal differences in the quality aspects of water are adequately documented.

Figure 25.10 Flowchart for SWMM Runoff Block hydrographic compu-
-tation. ({fter Metcalf and Eddy, Inc.22)

F

Subcatchments

Gutter flow
1. Overlandinput
2. Gutter input
3. Flow (Manning's)
4. Depth (continuity)
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fhe simulation is facilitated by five main subroutine blocks. Each block has a
specific function, and the results of each block are entered onlworking storage devices
to be used as part of the input to other blocks.

The main calling program of the model is called the Executive Block. This block
is the first and last to be used and performs all the necessary interfacing among the
other blocks.

The Runoff Block uses Manning's equation to route the uniform rainfall inten-
sity over the overland flow surfaces, through the small gutters and pipes of the sewer
system into the main sewer pipes, and out of the sewer pipes into the receiving streams.
This block also provides time-dependent pollutional graphs (pollutographs).

A third package of subroutines, the Transport Block, determines the quality and
quantity of dry weather flow, calculates the system infiltration, and calculates the
water quality of the flows in the system.

A useful package of subroutines for water quality determination is contained in
the Storage Block. The Storage Block allows the user to specify or have the model
select sizes of several treatment processes in an optional wastewater treatment facility
that receives a user-selected percentage of the peak flow. If used, this block simulates
the changes in the hydrographs and pollutographs of the sewage as the sewage passes
through the selected sequence of unit processes.

The earlier version22 allowed simulation of any reservoir for which the outflow
could be approximated as either a weir or orifice, or if the water was pumped from the
reservoir. The newer, version23 allows input of 11 points of any storage-outflow
relation and routes hydrographs through natural or artiflcial reservoirs, including
backwater areas behind culverts. Routing is by the modified Puls method, which
assumes that the reservoir is small enough that the water surface is always level.

Evaporation from reservoirs is simulated by a monthly coefficient (supplied by
the user) multiplied by the surface area.

The Extran Block2a completes the hydraulic calculations for overland flows, in
channels, and in pipes and culverts. It solves the complete hydrodynamic equations,
assesses surcharging, performs dynarnic routing, and provides all the depth, velocity,
and energy grade line information requested.

Subcatchment areas, slopes, widths, and linkages must be specified by the user.
Manning's roughness coefficients can be supplied for pervious and impervious parts
of each subcatchment.

As indicated in Table 24.1, SWMM is the only event-simulation model listed
that uses Horton's equation for calculating watershed infiltration losses. If parameters
for Horton's equation are unavailable, the user can specify ASCE standard infiltration
capacity curves. Infiltration amounts thus determined for each time step are compared
with instantanEous amounts of water existing on the subcatchment surface plus any
rainfall that occurred during the time step, and if the infiltration loss is larger, it is set
equal to the amount available. Input for Horton's equation consists of the maximal and
minimal infiltration rates and the recession constant k in Eq. 4.1. The Green-Ampt
equation is also used in SWMM.

Urban storm drainage components are modeled using,Manning's equation and
the continuity equation. The hydraulic radius of the trapezoidal gutters and circular
pipes is calculated from component dimensions and flow depths. A pipe surcharges if
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it is full;provided that the inflow is greater than the outflow capacity. In this case, the
surcharged amount will be computed and stored in the Runoff and Transport Blocks
at the head end of the pipe. The pipe will remain full until the stored water is
completely drained. Alternatively, the Extran Block can be used to conduct a dynamic
simulation of the system under pressure-flow conditions.

Necessary inputs in the model are the surface area, width of subcatchment,
ground slope, Manning's roughness coefficient, infiltration rate, and detention depth.
Channel descriptions are the length, Manning's roughness coefficient, invert slope,
diameter for pipes, or cross-sectional dimensions. General data requirements are
summarized in Table 25.8. A step-by-step process accounts for all inflow, infiltration
losses, and flow from upstream subcatchment areas, providing a calculated discharge
hydrograph at the drainage basin outlet. The following description of the simulation
process incorporated in early versions of SWMM will aid in understanding the logic
of the model.2s

1. Rainfall is added to the subcatchment'according to the specified hyetograph:

D t :  D , +  & L t

where D, : the water depth after rainfall
D, = the water depth of the subcatchment at time /
R, : the intensity of rainfall in time interval At

(25.1,3)

2. Infiltration 1, is computed by Horton's exponential function, I, =

f" + (fo * f")e-o', and subtracted from the water depth existing on the
subcatchment

Dz: D, -  I ,  A,t (2s.r4)

where f",fr, k : coefficients in Horton's equation (Eq. 4.1)
Dt: the intermediate water depth after accounting for

infiltration

TABLE 25.8 GENERAL DATA REQUIREMENTS FOR STORM WATER
MANAGEMENT MODEL (SWMM)

Item 7. Define the Study Area. Land use, topography, population distribution, census tract data,
aerial photos, and area boundaries.

Item 2. Define the System. Plans of the collection system to define branching, sizes, and slopes;
types and general locations of inlet structures.

Item3. Define the System Specialties. Flow diversions, regulators, and storage basins.

Item 4. Define the System Maintenance. Street sweeping (description and frequency), catchbasin
cleaning; ffouble spots (flooding).

Item 5. Define the Base FIow (DWF). Measured directly or through sewerage facility operating data;
hourly variation and weekday versus weekend; the DWF characteristics (composited BOD
and SS results); industrial flows (locations, average quantities, and quality).

Item 6. Define the Storm Flow. Duly rainfall totals over an extended period (6 months or longer)
encompassing the study events; continuous rainfall hyetographs, continuous runoff
hydrographs, and combined flow quality measurements (BOD and SS) for the study
events; discrete or composited samples as available (describe fully when and how taken).
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3. If the resulting water depth of subcatchment D, is larger than the specified

detention depth Dr, an butflow rate is computed using a modified Manning's

!Ep, - Do),/,s,r,
n

vw(D2 - Dd)

n : Manning's coefficibnt
S : the ground slope

IV : the width
Q. : the outflow rate

4. The continuity equation is solved to determine water depth of the subcatch-

ments resulting from rainfall, infiltration, and outflow' Thus

equation.

t f  -
Y _

and Q- :

where V:theveloci ty

(2s.rs)

(2s.16)

(2s.r7)o..
D , . L , : D z - f t L t

where A is the surface area of the subcatchment.

5. Steps I-4 are repeated until computations for all subcatchments are com-

pleted.
6. inflow (OJ to a gutter is computed as a summation of outflow from tribu-

tary subcatchments (Q..,) and flow rate of immediate upstream gutters

(Qr,)

Q ^ : 2 Q - . , t 2 Q r . , (2s.18)

(2s.20)

(2s.2r)

7. Theinflow is added to raise the existing water depth of the gutter according

to its geometry. Thus
O',

Y . : Y , + 7 M  Q 5 . 1 9 )

where Yr, Y, : the water depth of the gutter
A, : the mean water surface area between Y, and Y,

8. The outflow is calculated for the gutter using Manning's equation:

1 A O
y  :  ' ' l - '  

Pz / t 51 / z
fL

and* Qr: VA"

where R : the hydraulic radius
S; : the invert sloPe
A" : lhe cross-sectional arca aI Y1

9. The continuity equation is solved to determine the water depth of the gutter

resultine from the inflow and outflow. Thus

Yt+^t: Y, t (Qr^ - oJf, (25.22)

)
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Steps 6-9 are repeated until all the gutters are finished.
The flows reaching the point concerned are added to produce a hydrograph
coordinate along the time axis.
The processes from 1 to 11 are repeated in succeeding time periods until the
complete hydrograph is computed.

Three general types of output are provided by SWMM. If waste treatment
processes are simulated or proposed, the capital, land, and operation and mainte-
nance costs are printed. Plots of water quality constituents versus time form the
second type of output. These pollutographs are produced for several locations in the
system and in the receiving waters. Quality constituents handled by SWMM include
suspended solids, settleable solids, BOD, nitrogen, phosphorus, and grease. The third
type of output is hydrologic. Hydrographs at any point, for example, the end of a gutter
or inlet, are printed for designated time periods. The Statistics Block will provide
frequency analysis of storm events from a continuous simulation.

University of Cincinnati Urban Runoff Model (UCURM)
The University of cincinnati urban runoff model (ucuRM) was developed by the
Division of Water Resources, the Department of Civil Engineering, of the University
of Cincinnati.26 A flowchart is reproduced in Fig. 25.11. The program consists of three
sections: (l) MAlN-infiltration and depression storage, and two subroutines,
(2) GUTFL-gutter flow, and (3) PIROU-pipe rouring. It is similar to the EpA
model and divides the drainage basin into subcatchments whose flows are routed
overland into gutters and sewer pipes. The rainfall is read in as a hyetograph. The
infiltration and depression storage are summed and subtracted from the rainfall to
give overland flow. This is routed through the gutter system to storm water inlets and
the pipe network. Starting at the upstream inlet, the flows are calculated in successive
segments of the sewer system, including discharges from inlets, to produce the total
outflow.

The drainage area is divided into small subcatchments with closely matched
characteristics. The rainfall data are introduced and the infiltration is computed for
each subcatchment. Principal elements of the modeling process follow:

1. It is assumed that runoff begins whenever the rainfall rate equals the
infiltration rate and the mass of precipitation balances infiltration. The
equations representing these conditions are

t .  I  I/ : - k r n 1  
|  Q s . z t 1

t.0.
11.

12.

and

t*.'#0 - e k): mi(r) + 
{;trr 

+ ffiliv + r) - ,rrlr]-1
(2s.24)
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* where mi(I) : the mass precipitated until time r (in.)
i(1) : the ordinates of rainfall intensity curve

k : the decay rate of infiltration (units/min)

"fo : the initial infiltration capacity (in./hr)
f": the ultimate infiltration capacity (in./hr)

DT : the time increment of rainfall intensity curve
t : the time to intersection of rainfall curve and infiltration

curve
x : arr increinent of DT

The infiltration curve is computed from the equations and t, I, and x arc
stored.

2. Surface retention is related to depression storage by an equation derived by
Linsley et al..2s

s : (t _ f)e-@-F)/sd (25.25)

where 57 : the total depression storage (in.)
P : the accumulated rainfall in storage (in.)
F : the accumulated infiltratioh (in.)
i : the rainfall intensity (in./hr)

f : the infiltration (in./hr)
s : the surface retention (in./hr)

The infiltration and surface retention are subtracted from the rainfall
intensity to yield the runoff.

3. The hydrograph of the overland flow is derived by solving

- T + ?: ,/,Dinlt. ou(#)'f''' *ry
(2s.26)

where D" : (0.009'79n'o'6ro6lo'6)fso'3 (25.27)
Dr.z : the detention storage at the beginning and end of time

interval I (in./unit area)
rr, rz : the overland flow supply at the beginning and end of time

interval t (cfs/min)
n : Manning's coefficient
l: the length ofoverland flow
s : the slope (ftlft)

4 : discharge (in./hr per unit area)

4. For the initial time increment, q1 : 0 and Dr : 0 are substituted, D, is
calculated, and q, is found from

q : yf ,,,,p,,,1r * o.o(S)'l',' es.z8)
nl L \D"/ )

where the symbols are as previously defined. The determined D" and q,
become Dt and qt. The overland flow hydrograph is derived by repeating
this cycle.

I

L
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5.Thegutterflowiscomputedusingthecontinuityequation

6 0  
* 6 ! 7 :  q ,

6x At

where Z is the width of the water surface'
Thetelm(ayla|r isneglectedbecausethechangeinthedepthofthe

gutter flow is very small with respect to time. After integration, the equation

becomes

(2s.2e)

(25.30)Q :  q " L  *  Q o

where Qs : upstream gutter contributions
L : the length of the gutter (ft)
q": the overland flow from the hydrograph

Q : the flow from the gutter system

TABLE 25.9 COMPARISON OF URBAN RUNOFF MODELS AND METHODS

Surfaoe
routing

Pipe flow
routing

Quality
routing

Degree of
sophistication

of surface
flow routing

Degree of
sophistication
of pipe flow

routing

Flexibility of
Accurate modeling of

modeling of storm draln
surcharging components

Model

Ratiorlal
method

Chicago

Unit hydrograph

STORM

RRL

MIT

EPA-SWMM

Cincinnati
(ucuRM)

HSPF

ILLUDAS

Peak flows No
only

No No

In combina- No
tion with
surface

In combina- Yes
tion with
surface

Yes No

Low

Moderate

:"*

Low

Low

NA

Low

Low

No Low

NA

Low

Low

Low

NA

High

Low

Low

Low

Peak
flows
only

Yes

Yes

Yes

NA

No

No

Ye$

Yes

Yes

Yes

Yes Yes

Yes Yes

No

Yes

Yes

Yes

No

Moderate Low-
moderate

High NA

High Moderate

No

NA

Yes

No

No

NoYes

High

Moderate

Modetate

Low

Moderate

High

S o u r c e ;,}/ialifred.sftef I,age13nd S mit!'-8
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25.2 URBAN RUNOFF MODELS COMPARED

Several quantitative comparisons of the RRL, SWMM, UCURM, ILLUDAS, and
STORM models have been reported in the literature. A qualitative comparison of
several was prepared by Lager and Smiths and is shown as Table 25.9. Table 25.10
provides a bullit matrix showing components of most of the same models. Other
comparisons involve quantitative analysis of results of the models when applied to
actual guaged storm events. One of the first was an application by Heeps and Mein6
of three models to two urban catchments in Australia for a total of 20 storm events.
A similar statistical comparison of the same three models applied to 12 storms over
each of three urban watersheds was performed by Marsalek et al.7 Significant results
from these independent evaluations are summarizedhere. Another quantitative com-
parison is provided by Huber.27

The Heeps and Mein conclusions of model performance are:6

The degree of subdivision of the catchment has a significant influence on the
peak discharge predicted by each of the models. The RRL and SWMM
methods give lower peaks and the UCURM gives higher peaks for finer
subdivision.
The UCURM contains several deficiencies. The major ones, the effects of
which can be seen in the predicted hydrographs, arelhat depression storages

1.

t

Explicit
modeling

of in-
system Treatmenl
storage modeling

Degree of
Receiving calibration/

model verification
available required

Simulation
period

Data
Availability Documentation requirements

NA NA

No NA

No NA No Usually
not verified

Moderate

High

Low

Moderate

Moderate

Moderate

Moderate

High

Moderate

Individual
storms

Individual
storms

Individual
storms

Long term

Individual
storms

Individual
storms

Individual or
conttnuous
storms

Individual
storms

Individual
storms or
long-term

Individual
storms

No

No

No

No

No

Yes

No

Yes

Nonproprietary Good Low

Nonproprietary Fair Moderate

Nonproprietary Fair Moderate

Nonproprietary GoodYesNo

Nonproprietary

Proprietary

Nonproprietary

Nonproprietary

Nonproprietary

Nonproprietary

Moderate

Moderate

Moderate

Extensive

Extensive

Extensive

Extensive

No NA

NA NA

Yes Yes

Fair

Fair

Good

No No

No No

Good

Fair

Good



o
f

q)
c

o
al,

elqElrE^E uer6o:d lelnduoC a a a a a a

lo4uoc eun-lEeu J

suollelnduroc u6;seg o o a o

lBruolur ollrl osooqc uEc a a o a o a o

uorlelnurs snonurluoc a a o

o

3
o)
o

=

uonelnurs I1r;enb ralenir 6urnreceg o o

uollElnurs /v\oll J€lE/v\ 6utntecag a a a a a o

srxrols uoo^iqeq acueleq ̂Uleng a a a

luouleoJl roleMelsEM a

suollgEar ^lrlpno a a o

rnocs pue uorteluor1jrpes a

6urlnor r{1r1eng a o

,{Ulenb Jolel rulols a a a

fllenb reqleerir fuO a a

o

E

o
3
(l)
U)

sa!iloolaA sluud a a a o

e6els sluud a a a a

e6eroig a o o a

suorlels 6urdr-un3 a a

suolsroAro a a o o

rvro;; ernsse.rd pue bur6reqcrng o

loJluoc Mou uJEerlsu/v\op pue ue€rlson a o a

sloitlss ut Oupnor lrol3 a a a o a a o

c
o
E
o
G'

suilols uoo/\ laq acuelEq ralEM a a o o

sEale snotruoq uroJl lJounH a a a a a a o

ssoJe snorrugour uro,rl llounu a a a o o o o a

llau$ ous a o a a

srlder6ole,{r.l lerolos }o }ndul a a o a a

ill\Ol, lOt{}EO/tA ruO o a a a o o

sMollur lueuqclec eloruny\ a a o o f o a

!

':
!

E

p

q

a
tJJ
F
J

6
n

o
o
z

9)
Fzuz
(L

J
UJ
o

I
o
z
l
(f,

z
dlcc
l
t!
o
z
U)
(E

o
o
d
N

u,l

E



25.2 URBAN RUNOFF MODELS COMPARED 661

are assigned full when the rainfall intensity falls below the infiltration

capacity, and that depression storages are not depleted by infiltration. The

use of instantaneous values of the rainfall intensity (difficult to obtain from

recorder charts) can cause volume errors.
' 
3. The SWMM was the model with the best overall performance but at the
' expense of large computer storage and time requirements.
4. The RRL model predicted poorly for storms in which pervious runoff was

significant but performed reasonaf;ly well for many other types of storms.

The results, in general, support those of Stall and Terstriep'e
A major problem with using noncontinuous models is the prediction of

antecedeni conditions. This problem is further aggravated by use of the

Horton infiltration equation for which prediction of the parameters is virtu-

5 .

ally impossible.

The Marsalek study results,T using the same three models for three watersheds

in Illinois, Ontario, and Maryland, indicated that the SWMM model performed

slightly better than the RRL model and both these models were more accurate than

the UCURM model for the small watersheds studied.
TabIe 25.11 provides descriptions of the urban watersheds used by Marsalek in

the runoff model evaluation. Typical comparisons of observed and calculated times to

peak, peak flows, and runoff volumes for the three models are provided inFig.25.12

for the Calvin Park watershed in Kingston, Ontario.
Marsalek et al. used the information described to develop the qualitative com-

parison in Table 25.12 and, arrived at the following conclusions:7

1. Uncalibrated deterministic models for urban runoff, such as RRL, SWMM,

and UCURM, yielded a fairly good agreement between the simulated and

measured runoff events on typical urban catchments of small size.

2. Onthe average, about 60 percent of the simulated peak flows were within

20 percent of the measured values. About the same scatter was found for the

simulated times to peak and runoff volumes. The agreement between the

measured and simulated values could be further improved by model calibra-

tion.
3. Wherr comparing the entire simulated and measured hydrographs using

statistical measuies, the agreement was found good for SWMM, good to fair

in the case of RRL, and fat in the case of UCURM'

TABLE25.11DESCR|PT|oNoFTESTURBANWATERSHEDSUSEDFoRTHE
EVALUATION OF URBAN RUNOFF MODELS

Test urban
drainage

basin
Area

Location (acres) lmoerviousness Land use

Oakdale

Calvin Park

Gray Haven

Chicago,
IL

Kingston,
Ontario

Baltimore,
MD

4f  .6

27

52

13 .0

89.4

z t , J

Residential

Residential and institutional

Residential
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Chapter 26

r Prologue

Probability and Statistics

The purpose of this chapter is to:

. Introduce the basic tenets of probability theory as applied to random, hydro-
logic variables, with particular emphasis on the relative frequency definition
of probability-a concept that is foundational to the frequency analysis pro-
cedures presented in Chapter 27 and throughout many other chapters of this
text.

. Describe common probability distributions and show how they are applied to
hydrologic phenomena.

. Relate the fundamentals of probabitity theory to hydrologic design criteria
described in Chapter 16, Section 16.3.

. Acquaint the reader with the theory behind linear regression and show how
this powerful technique is used in hydrology to predict how a study watershed
will respond to some change by examining responses of the watershed to past
inputs or by statistically scrutinizing responses of other similar watersheds in
order to develop a predictive equation for the subject watershed.

' Show how to transform many hydrologic variables that have nonlinear rela-
tionships into new variates that can then be analyzed by performing linear
regression on the transformed variates.

. Provide the theoretical and practical foundation necessary to fully capitalize
on the hydrologic design principles discussed in Chapter 16 and the time-series
analysis*and modeling procedures described in Chapter 22.

commonly, the study of hydrology is undertaken by readers who lack the pre-

requisite background in principles of statistics, probability theory, and frequency
analysis. As a consequence, most hydrology courses review these subjects early in the
schedule. Practically all hydrology texts include chapters on ;tatistical methods to
summarize the basic principles of statistics, probability theory, probability distribu-
tions, bivariate and multiple linear correlation and regression, time-series analysis,
and frequency analysis. Thus, despite the placement of this material at the end of this
text, the authors assume that the reader has this background or will study the material



672 CHAPTER 26 PROBABILIry AND STATISTICS

in Part Sif, prior to beginning a study of Part Three. Readers with an understanding
of statistical methods, regression analysis, and the basics of probability distribution
functions may wish to turn directly to Chaptet 27.

26.1 RANDOM VARIABLES AND STATISTICAL ANALYSIS

A random variable is one that demonstrates.variability that isn't sufflciently ex-
plained by physical processes. Many hydrologic phenomena have this tendency, ap-
pearing at times to be fully subject to chance themselves, or driven by some other
closely related factor. In practice, hydrologists often analyze problems as systems of
connected random and deterministic processes. For example, precipitation is often
evaluated statistically as a random variable because of the complexity of understand-
ing and modeling the atmospheric processes that are known to drive the precipitation

system. Runoff that results from the precipitation, on the other hand, is viewed
deterministically, using the rainfall-runoff analogs that are the nucleus of the majority
of this textbook.

Hydrology relies heavily on principles from probability theory, statistics, and
information analysis. Whole texts on frequency analysis methods, stochastic genera-

tion of data, regression and analysis of variance, and regional analyses are available
containing thorough descriptions of the principles.l'2 Many hydrologic processes are
so complex that they can be interpreted and explained only in a probabilislic sense.

Hydrologic events appear as uncertainties of nature and are the result, it must be

assumed, of an underlying process with random or stochastic components. The infor-
mation to investigate these processes is contained in records of hydrologic observa-
tions. Metho ds of statistical analysis provide ways to reduce and summarize observed
data, to present information in precise and meaningful form, to determine the under-

lying characteristics of the observed phenomena, and to make predictions concerning
future behavior. Statistical analysis deals with methods for drawing inferences about

the population based on examination of sample values from the population. These
inferences include information about the central tendency, range, distribution within
the range, variability around the central tendency, degree of uncertainty, and fre-
quency of occurrence of values.

Statistical analysis involves two basic sets of problems, one descriptive, the
other inferentiat. The former is a straightforward application of statistical methods,

requiring few decisions and representing little risk. The inferential problem, however,

entails decisions bearing some risk, and requires an understanding of the methods
employed and the dangers involved in predicting and estimating. The most common
inferential problem is to describe the whole class of possible occurrences when only

a portion of them has been observed. The whole class is the population and the portion

observed is the sample.
The random variables in the process under study are continuous if they may take

on all values in the range of occurrence, including figures differing only by an

infinitesimal amount; they are discrete if they are restricted to specific, incremental
values. Distribution of the variables over the range of occurrence is defined in terms
of the frequency or probabitity with which different values have occurred or might

occur'"
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26.2 CONCEPTS OF PROBABILITY

The laws ofprobability underlie any study ofthe statistical nature ofrepeated obser-
vations or trials. The probability of a single event, say Et, is defined as the relative
number of occurrences of the event after a long series of trials. Thus P(E ), the
probability of event Er, is nrfN for n, occurrences of the same event in N trials if N
is sufficiently large. The number of occurrences n, is the frequency. and nr/N the
relatiw freQuenffobabilities 

and the rules governing their manipuration are known
intuitively or from experience. In the familiar coin-tossing experiment, P(heads) :

P(tails) : |. Each outcome of a single toss (a trial) has a finite probability, and the
sum of the probabilities of all possible outcomes is 1. Also, the outcomes are mutually
exclusive; that is, if one occurs, say a head, then a tail cannot occur. In two successive
tests, there are four possible outcomes-HH, TT, HT, TH-each with a probability
of|. In this case, because each trial is independent ofthe other one, probabilities for
each outcome are found by P(first trial) X P(second trial) : L, x L : j. Again, the
sum of the probabilities of the possible outcomes is 1. Note that the probability of
getting exactly one head and one tail during the experiment (without any regard to the
order) is P(HT) + P(TH) :  * .

Summarizing the rules of probability indicated by coin tossing, we find the
following:

1. The probability of an event is nonnegative and never exceeds 1.

0 < P ( E ) < 1 (26.r)

2. The sum of the probabilities of all possible outcomes in a single trial is 1.

s
.1J

I

P(8,) : 1 (26.2)

3. The probability of a number of independent and mutually exclusiae events
is the sum of the probabilities of the separate events.

P(4U E2) :  P(Ey)  +  P(E2) (26.3)

The probability statement, P(Et U Et), signifies the probability of the
union of two events and is read "the probability of Et ot Er."

4. The probability of two independent events occurring simultaneously or in
succession is the product of the individual probabilities.

P(q ) E,) : P(E) x P(E) (26'4)

P(& a E ) is called probability of the intersection of two events or ioint
probability and is read "the probability of El and Er."

Consider the following example of events that are not independent or mutually
exclusive: An urban drainage canal reaches flood stage each summer with relative
freqlrency of 0.10; power failures in industries along the canal occur with probability
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of 0.20; experience shows that when there is a flood the ch'ances of a power failure for

whatever reason are raised to 0.40. The probability statements are

P ( f l o o d ) :  P ( F ) : 0 ' 1 0 P(power failure) : P(P) : 0'20

P(no flood) : P(F) : 0'90 P(no power failure) : P(P) : 0'80

P(power failure given that a flood occurs) : 0'40

The last statement is called a conditional probability. It signifies the joint occurrence

of events and is usually written P(P I F).. Rules 3 and 4 no longer are strictly

applicable. If Rule 3 applied, P(F u P) : P(F) + P(P) : 0.3. If the events re-

maineO independent, theionditional probability P(P I F) would gqual the marginal

probability f (p). T'nor the events are independent if the probability of either is not
i'conditioned by" or changed by knowledge that the other has occurred' For indepen-

dent events, the joint probabilities would be

P ( F ) P ) : 0 . 1  x 0 . 2 : 0 ' 0 2

P ( F a F ) : o . t X o . 8 : 0 . 0 8

P ( F n P ) : 0 . 9 X 0 . 2 : 0 . 1 8

P ( F a F ) : o . g x o . 8 : 0 . 7 2
The probability of a flood or a power failure during the summer would be the sum of

the flrst three joint probabilities above.

P ( F U  P ) : P ( F  n P ) +  P ( F . P ) + p ( F  l P ) : e ' 2 3

The events are dependent, however, from the statement of conditional probabil-

ity: When a flood o""u,. with P(F) : 0'1, a power failure will occur with probability

0".4, and true joint probability is P(F') x P(P I F) : 0'1 x 0'4 : 0'04 :

P(F a P). The proUaUitity of the union is then P(F U P) : P(F) + P(P) -

P(F ) P) : 0.1 + 0.2 - 0.04 : 0.26' Note the contrast:

P(F U P) : 0'30 for mutually exclusive events

P(r U P) : 0'28 for joint but independent events

P(F u P) : 0.26 otherwise

The new, more general rule for the union of probabilities is

s. P(& u E,) : P(81) + P(E,) - P(h . E2)

and a sixth rule should be added for conditional probabilities:

6_ P(Er n E2)" ' P ( E , , l E r ) : - w

(26.s)

{26.6)

)
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be exceeded. Because the probability of any single, exact value of a continuous

variable is 0.0, "occur" can also mean the level will be reached or exceeded. In the

long run, the level would be reached or exceeded on the average once in 10 years' lhus
the average return period* Z in years is defined as

1
T  :  

P ( F t :

and the following general probability relation.hold:

1. The probability that F will be equalled or exceeded in any year

P@):+
2. The probability that F will not be exceeded in any year

P ( F ) : l - P ( F ) : l - +

3. The probability that F will not be equalled or exceeded in any of n succes-

s lveyears  
/  l \n

p,(F) x &(Fl x . . . x P,(F) : P(F)' : ( t - ; l  (26.10)
\  T l

4. The probability R, called risk, that F will be equalled or exceeded at least

once in n successive years

R : 1 - ( r - + l : 1  - I P ( F ) F

(26.7)

(26.8)

(26.e)

(26.rr)

Table 26.1shows return periods associated with various levels of risk.

TABLE 26,1 RETURN PERIODS ASSOCIATED WITH VARIOUS DEGREES

OF RISK AND EXPECTED DESIGN LIFE

Expected design life (Years)

1 5
Risk

e/.) 1001 0

75
50
40
30
25
20
15
10
5
2
I

2.00
3.43
4.44
6 .12
7.46
9.47

12.8
19.5
39.5
99.5

198.4

4.O2
7.74

10.3
14.5

" 17.9
22.9
31.3
48.  I
98.0

248
498

6.69
t4.9
20.1
28.5
35.3
45.3
62.0
95.4

195.s
496
996

11 .0
22, t
29.9
42.6
52.6
6'7.7
90.8

r42.9
292.9
743

1492

14.9
29.4
39.7
56.5
70.0
90.1

t23.6
190.3
390
990

1992

18.0
36.6
49.5
70.6
87.4

1r2.5
154.3
238
488

t238
2488

35.6 72.7
72.6 144.8
98.4 196.3

140.7 28r
174.3 348
224.6 449
308 616
475 950
976 1949

2475 : 4950
4975 9953

* The terms return period arld recurrence interval are used interchangeably to denote the recipro-

cal of-the.annual probability of exceedence.
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If Zis the recurence interval for a flood with magnitude Q*findtbe probability (risk)
that the peak flow rate will equal or exceed Q" atleast once in two consecutive years.
Assume the events are i4dependent.

Solution. The solution is easily obtained by substitution into Eq. 26.11. To
assist in understapding the equations, an alternative derivation follows.

The four possible outcomes for the tyo years are:

a.' nonexceedance in both years
b.' exceedance in the first year only
c.' exceedance in the second year only
d: exceedance in both years

Because these four represent all possible outcomes, the probability of the union
of  a ,b ,c ,andd is  1 .0 ,o r f romEq.26.2 ,P(aU b  U c  U d) :  l .0 .Exceedance ina t
least one year is satisfied by b, c, or d, but not a. Thus the risk of at least one
exceedance is P(b U c U d), which is the total less the probability of a. From
Eqs.26.2 and26.3, we find that
'  

z -year r isk  :  P(b  U c  U d) :1 -  P(a)

From Eq. 26.3, we find that

and

P(a) : P(Q < Q"inYear I) x P(Q I Q"inYear 2)

: ( t - l - ) f t - 1 - )
\ r/\ r/

R i s k :  r - P ( a ) - 1 - ( t - 1 - ) '  r r
\ .r./

EXAMPLE 26.2

What return period must a highway engineer use in designing a critical underpass
drain to accept only a 10 percent risk that flooding will occur in the next 5 years?

Solution

R : 1 -

. 1 0 :  1  -

( '  
- ; ) "

(' - i)'
26.3 PROBABILITY DISTRIBUTIONS

Z : 48.1 years

Random variables, either discrete or continuous, are characteized by the distribution
of probabilities attached to the specific values that the variable may assume. A random
variable throughout its range of occurrence is generally designated by a capital letter,
and a specific value or outcome of the random process is designated by a small letter.

I T
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^

b 0.2

5

^  o . l

P(0) = 0.0s
P(1)  = s.15
P(2) = 0.2s
P(3) = g.2s

P(4) = s.15
P(s) = s.1s
P(6) = 9.63
P(7) = s.s2

Number of cloudY daYs Per week, x

Figure 26.L Probability distribution of cloudy days per week'

For example , P(X : x,) is the probability that random variable X takes on the value

x,. A shoiter version is p(x,). Figur" 26.1 shows the probability distribution of the

number of cloudy days in a weet. ft is a discrete distribution because the number of

days is exact; in ihe rlcord from which the relative frequencies were taken, a day had

to-be described as cloudy or not. Observe that each of the seven events has a finite

probability and the sum is 1; that is,

) r(-t,) = t

Another important property of random variables is the cumulative distribution

function, CDF, defined ur ttr" ptotubility that any outcome in X is less than or equal

to a stated, limiting value x. The cumulative diitribution function is denoted F(;r).

Thus
F ( x ) : P ( X = x ) (26.12)

and the function increases monotonically from a lower limit of zero to an upper bound

of unity. Figure 26.2 isthe CDF of the number of cloudy days in a week derived from

fig. Z6JUy taking cumulative probabilities. The function shows that the probability

is gOqo thai the number of cloudy days in the week will be 5 or less. Conversely, there

is a 10 percent probability that it will be cloudy for 6 or ! days. This complementary

cumula-tive prolability is sometimes called G(x), where3

G ( x ) : 1 -  r ( x )  =  P ( X >  x )  Q 6 ' 1 3 )

continuous variables present a slightly different picture. Figure 26.3 is the

histogramof an 85-year r""oid of annual streamflows. The observations were grouped

into nine intervals ranging from 0 to 900 cfs and the number falling in each interval

was plotted as frequeniy on the left ordinate. A convenient alternative is to plot the

relative frequency as shown by the right ordinate. The cDF for the streamflow record

is shown in Fig. 26.4. As the number of observations increase, the continuous distri-

bution will be developed by reducing the size of the intervals. In the limit, the broken

curves of Figs. 26.3 and'26.4 wilt appear as those in Fig' 26'5'

There ls a difference between the ordinates of Figs. 26'3 and 26.5a. Since

relative frequency is synonymous with probability, it is convenient to reconstitute the
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0 1 2 3 4 5 6 7

Number of cloudy days per week, .r

Figure 26.2 Cumulative distribution of cloudy days per week.

0 1 2 3 4 5 6 7 8 9
Mean annual flow, -r (100 cfs)

Figure 26.3 Frequency distribution of mean annual flows.
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0.0
0 1 2 3 4 5 6 7 8 9

Mean annual flow, x (100 cfs)

Figure 26.4 Cumulative frequency distribution of mean

annual flows.

Figure 26.5, Csntinuous probability dis-
r tributions: (a) probability density function

and (b) cumulative distribution function.
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histograrfr so that the area in each interval represents probability; the total area
contained is thus unity. To do this, the ordinate in each interval, say n/N for relative
frequency or probability, is divided by the interval width, Ax.-The ratio nfN Lx rs
literally the probability per unit length in the interval and therefore represents the
average density of probability. The probability n/N inthe interval is fepresented on the
CDF (beforethelimitingprocess) as AF(x), or F(x + Lxlz) - F(x - L'xl2).We
then can define

(26.r4)

which is called the probability density function, PDF.3 This function is the density
(or intensity) of probability at any point; f(x) dx is described as the differential
probability.

For continuous variables, f(r) > 0, since negative probabilities have no mean-
ing. Also, the function has the property that

f (x )  dx :  1 ( ) 6 1 \ \

all outcomes sum to 1.
limits a and b is written

.. AF(x) dF(x)
l\x) : liln --;-

Ax -o Ax dx

which again is the requirement that the probabilities of
Furthermore, the probability that x will fall between the

p ( a - x - b ) : l u , r * , o *

t'
P(-* < X < x) : P(X= x) : F(x) : I f(u) du

J_*

Note that the probability that x takes on a particular value, say a, is zero; that is,

fo

J ft-l dx : o (26.17)

which emphasizes that nnite proUalilities are defined only as areas under the PDF
between flnite limits.

The CDF can now be deflned in terms of the PDF as

(26.16)

(26.re)

(26.20)

(26.18)

where u is used as a dummy variable to avoid confusion with the limit of integration.
The area under the CDF has no meaning, only the ordinates, or the difference in
ordinates. For example, P(*r3 X = x2), which is equivalent to Eq. 26.16, can be
evaluated as.F(x) - F(xt).

For discrete.distributions that cannot be summarized in integral form, there are
analogous arithmetic statements corresponding to the properties given in Eqs. 26.15,
26.16, and26.18.In particular, the distribution of sampled date taken from a contin-
uous distribution is a special case of discrete distributions and can be given in the form
of arithmetic summations.s Thus

) , f ( ' , ) :  t
x 1 =  b

P ( a - X < b ) :  ) . f ( r )
r 7 -
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k

P ( x < d : 2 f Q , )

For a finite number of observations in the sample,/(x) is the probability of xr for each
outcome in the sample space and therefore P(x,) : P(xr) : P(xt) : . . . : I /N.
Hence/(x) can be replaced with P(x,) in Eqs. 26.19,26.20, and 26.21.

DXAMPLE 26.3

Table B.1 contains the area beneath a "standard normal" bell-shaped PDF. Because
the distribution is symmetrical, areas are provided only on one side of the center. Use
the distribution to determine the values of

1 .  P ( 0  <  z ' 2 ) .
2 . P ( - 2 = z = 2 ) .
3. P(z > 2\.
4 .  P(z  <  -1 )

Solution

P ( 0 = z < 2 ) : . 4 7 7 2 .
F r o m  s y m m e t r y ,  P ( - 2 -  z < 0 ) :  P ( 0  3  2 3 2 ) : . 4 7 7 2 .  S i n c e
P(-Z = z < 2) :  P(-2 3 z 30) + P(0 3 z 3 2),  then P(=2 = 7 <

2) : .4772 + .4772 : .9544.
3. This is the area under the curve in the right tail beyond z : 2.0. Because the

area right of center (z : 0) is .5000, P(z = 2) : P(z > 0) - P(0 =

z  =  2) ,  o rP(z  >  2 )  : .5000 -  .4772:  .0228.
4 .  F r o m t h e  s o l u t i o n t o  ( 3 ) ,  P ( z =  - 1 ) :  P ( z =  0 )  -  P ( - l  =  z <  0 ) ' B y

symmet ry ,P( -1  =  z  =  0 )  -  P(0  3  zs  ! ) :  .3413,andP(z  =  -1 )  :

.5000 - .3413 :  .1587. rr

16.4 MOMENTS OF DISTRIBUTIONS

The properties of many random variables can be defined in terms of the moments of
the distribution. The moments represent parameters that usually have physical or
geometripal significance. Readers should recognize the analogy between statistical
moments and the moments of'areas studied in solid mechanics.

The rth moment of a distribution about the oriein is defined aso

681

(26.2r)

1.
)

tri :

p : :

x'f(x) dx

2*,rr,r:12,,,
(26.22)

(26.23)

The first moment about the origin is the mean, or as it is commonly known, the
average. It determines the distance from the origin to the centroid ofthe distribution
frequency function. The prime is normally used to signify moments taken about the
origin, but the mean is often written as p instead of y'.
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F t :  0

P z :  F L

ttt : tJ"'z
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Moments can be defined about axes other than the origin; the axis used exten-

sively in deflning higher moments is lhe mean or, as given above, the first moment

about the origin. Thus
I

p,: | (x - rd'f\xl dx (26.24\
I

1 <
or tr , :  ; )-G, 

-  p) '  (26.25)

Whenever p', or p', are defined for r =l 1, . , the distribution /(x) is com-
pletd defined. It seldom is necessary to compute more than the first three rnoments;

ieveral important distributions require only two. The moments are used to specify the
parameters and descriptive characteristics of distributions that follow in the next

section. Because various characteristics of distributions are described by combina-

tions of the moments about the mean and origin, the following relations are occasion-

ally helpfull'a:

- p '

- 3plr, * 2p'

(26.26)
(26.27)
(26.28)

Characteristics of statistical distributions are described by the parameters of probabil-

, ity functions, which in turn are expressed in terms of the moments. The principal
' 

characteristics are centraltendency, the grouping ofobservations orprobability about

a central value; variability, the dispersion of the variate or observations; and skew-

ness, the degree of asymmetry of the distribution. The theoretical functions shown in

Fig.26.6 exhibit approximately the same grouping about a central value, but/2 has

much greater variability thanfl, andf possesses a pronounced right-skew whilefi is

symmetrical.

Symbol Gonvention

In introducing the parameters of distributions, the usual sequence of statistical prob-

lems will be followed-that is, parameters are derived from the distribution of sample

data and used as estimates of the parameters of the population distribution' Summa-

Figure 26.6 Symmetrical and skewed
probability distribution for continuous vari-
ables.
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tion forms of integrals are used to compute moments for samples. For example, the
mean of sample data is designatedTand it is used as the best estimate of the population
mean. By convention, Greek letters are used to denote population parameters.

Central Tendency

The familiar arithmetic average, the mean, is the most used measure of central
tendency. It is the first moment about the origin and is designated

r : l f * ,
n  i = t

(26.2e)

Variability

The statistic x is the best estimate of the population mean p.
'Means 

other than the arithmetic mean-for example, the geometric mean
T : (x624 . . . x,)1/" or harmonic meani : ,l> (Ilx,)-are also used. Two addi-
tional measures of central tendency are the median, which is the middle value of the
observed data and divides the distribution into equal areas, and the mode, which in
discrete variables is the value occurring most frequently and in continuous variables
is the peak value of probability density. A11 three are illustrated in Fig. 26.6.

Dispersion can be represented by the total range of values or by the average deviation
about the mean; however, the parameter of statistical importance is the mean squared
deviation as measured by the second moment about the mean. The parameter is
termed the variance and is designated by

c r : r f  G , -  p ) '
n  i = l

But the population mean /-{, is not known precisely and therefore it is necessary to
compute instead

n
. \ r

s - :  Z \ x t - x f (26.3r)

As the best estimate of o2, the quantity s2 is found using n - 1 in place of n in

Eq. 26.30. The reasoning for this substitution involves the loss of a degree of freedom
by using 7 instead of p, but a proof is beyond the scope of this text.

The square root of the variance is a statistic known as the standard deviation
(o or s), in which form variability is measured in the same units as the variate and the
mean, and hence is easier to interpret and manipulate. The coefficient of variation C",
defined as cf p, or sfi, is an expression useful in comparing relative variability.

A fully symmetrical distribution would exhibit the property that all odd moments
equalLero.A skewed distribution, however, would have excessive weight to either side

of the center and the odd moments would exist. The third moment a is

o : ! 2 @ , -  p ) '
n  i : l

Skewness

(26.30)

(26.32)
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The best-estimate of the third moment is computed by

u - ( n - r ) ( n - 2 ) \ x i -  x ) ' (26.33)

The cofficient of skewness is the ratio afc3 and is estimated by

n  - Q(-- - ---;
J

(26.34)

For syfnmetrical distributions, the third moment is zero and C" : 0; for right skew-
ness(i .e. , thelongtai l totherightside)C">0,andfor lef tskewnessC"<0.ThePDF
forfi shown in Fig. 26.6has a right or positive skew. The property of skewness is of
questionable statistical value when it must be estimatdd from less than 50 sample data
points.

Determine the distribution parameters and compare the distributions of annual rain-
fall for the records shown inTable 26.2.

TABLE 26,2 ANNUAL RAINFALL FOR SELECTED CITIES

Annual rainfall (in.)

n

s
Z-J

EXAMPLE 26.4

Year
Anniston,

AL
Los Angeles,

CA
Richinond,

V A .

t928
r927
t926
t925
r924
1923
1922
t92l
1920
1919
1918
t9t7
1916
1915
t914
t913
t9 t2
191  I
1910
1909
1908
1907
1906

43
44
38
3 1
47
49
52
3 1
5 1
40
4 l
43
3 t

36
J +

38
36
37
43
34
J J

49
47

9
l o

t 9
9
8
6

15
20
1 1
o

1 8
8

23
t7
23
17
10
1 8
5

)4

l 9
l 5
2 1

48
49
))
98
43
53
56
47
69
57
61
64
99
54
4 0 .
47
58
44
44
64
44
5 1



Solution
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Anniston Los Angeles RichmondParameter

Mean, ;r
Standard deviation, s
Coefficient of variation, C, : s/V
Coefficient of skewness, C": a/s3

57.2 in.
15.5 in.
0.27
1.69

14.9 in.
5.9 in.
0.40

- 0 . 1 6

41.5 in.
6.7 in.
0 .16
0 .16

Comments. (1) Anniston's record shows a high annual average and a fair$ large

variability. In particular, Anniston's distribution has a pronounced right skew, caused
principally by two very large observed values in this short period of record. (2) Los

Angeles has a small annual average but a very large variability and a slightly negative

skewness. (3) Richmond has the most uniform distribution: a relatively small variabil-
ity and only a slight positive skewness. I I

26.6 TYPES OF PROBABILITY DISTRIBUTION FUNCTIONS

Many standard theoretical probability distributions have been used to describe hydro-

logic processes. It should be emphasized that any theoretical distribution is not an

exact representation of the natural process but only a description that approximates

the under$ing phenomenon and has proved usefui in describing the observed data.

Table26.3 summarizes {he common distributions, giving the PDF, mean, and variance

of the functions. The distributions presented in the table have experienced wide

application and are derived and discussed in many standard textbooks on statistics. In

r the material to follow, only aspects of the most usbd distributions are given.

The uses of binomial and Poisson discrete probability distributions inTabIe26.3
are restricted generally to those random events in which the outcome can be described

either as a success or failure. Furthermore, the successive trials are independent and

the probability of success remains constant from trial to trial.3'a In a sense, the

common discrete distributions are counting or enumerating techniques'
The binomial distribution is frequently used to approximate other distributions,

and vice versa. For example, with discrete values, when n is large and p small (such

thal np ( 5 preferably), the binomial approaches the Poisson distribution. This is a

single-parameter distribution (i : np) and is very useful in describring arrivals in

queueing theory. When p approaches I and n grows large, the binomial becomes

indistinguishable from the normal distribution described in the next section.

26.7 CONTINUOUS PROBABILIry DISTRIBUTION FUNCTIONS

Most hydrologic variables are assumed to be continuous random processes, and the

common continuous distributions are used to fit historical sequences, as in frequency

analysis, for example (Chapter 27). Other applications are also important for contin-

uous distributions. The elementary uniform distribution is the basis for computing
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random numbers so important in simulation studies. The whole body of material in the
area of reliability and estimating depends on derived distributions like Student's l,
chi-squared, and the F distribution. The explanations that follow concern the more
common distributions applied in fitting hydrologic sequences. The reader is referred
to standard texts for more detailed treatment.3-6

Normal Distribution

The normal distribution is a symmetrical, be,ll-shaped frequency function, also known
as the Gaussian distribution or the natural law of errors. It describes many processes
that are subject to random and independent variations. The whole basis for a large
body of statistics involving testing and quality control is the normal distribution.
Although it often does not perfectly fit sequences of hydrologic data, it has wide
application, for example, in dealing with transformed data that do follow the
normal distribution and in estimating sample reliability by virture of the central limit
theorem.

The normal distribution has two parameters, the mean p, and the standard
deviation a, for which 7 and s, derived from sample data, are substituted. By a simple
transformation, the distribution can be written as a single-parameter function only.
Defining z : \x - t-i/o, dx : o dz,the PDF becomes

(26.3s)

and the CDF becomes

F\z) : e-"2/2 du (26.36)

The variable z is called the standard normal variate; it is normally distributed
with zero mean and unit standard deviation. Tables of areas under the standard
normal curve, as given in Appendix B, Table B.1, serve all normal distributions after
standardization of the variables. Given a cumulative probability, the deviate z is found
in the table of areas and x is found from the inverse transform:

x : p + z a  o r  x : 7 l z s (26.37)

Assume that the Richmond, Virginia, annual rainfall in Table 26.2 follows a noimal
distribution. Use the standard normal transformation to find the rain depth that would
have a recurrqnce interval of 100 years.

Solution. From example 26.4, the mean is 41.5 in. and the standard deviation
is 6.7 in. This gives

x :  4L5 +  z (6 .7 )

Equation 26.18 shows that the area under the PDF to the right of z is the exceedence
probability of the event. For the 100-yr event ,F;q.26.7 gives the exceedence probabil-
ity Pk): llT,: tlI00:0.01. From the figure accompanying Table 8.1 in

-r*l -

EXAMPLE 26.5
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Appendix B, F(z) : 0.5 - p(z) : 0.49, and z : 2.326 by interpolating the table'

The expected 100-yr rain depth is therefore

x :  4t .5 + O.32O X 6.7 :57.1 in:

The 100-yr event for a normal distribution is 2.326 standard deviations above the

mean. rt

Log-Normal Distribution

Many hydrologic variables exhibit a marked right skewness, partly due to the influence

of natural phenomena having values greater than zero, or some other lower limit, and

being unconstrained, theoreiically, in the upper range. In such cases, frequencies will

not follow the normal distribution, but their logarithms may follow a normal distribu-

tion.7 The PDF shown in Table 26.3 for the log-normal comes from substituting y :

ln x in the normal. With p, and cy as the mean and standard deviation, respectively,

the following relations have been found to hold between the characteristics of the

untransformid variate x and the transformed variate y:r'7

p : e x p ( p ' y + 4 1 2 )
o z : p , 2 l e x p ( d ) _ 1 1
a : lexp(3fi) - 3 exp(fi) + 2lC3

C,:lexp(dr) - r1t ' '

C , : 3 C "  *  C l

Also p, : lfl M, where M is the median value and the geometric mean of the x's.

The log-normal is especially useful because the,transformation opens the exten-

sive body oI theoretical and applied uses of the normal distribution. Since both the

normal and log-normal are two-parameter distributions, it is necessary only to com-

pute the mean-and variance of the untransformed variate x and solve Eqs. 26.38 and

26.39 simultaneously. Information on three-parameter or truncated log-normal dis-

tributions can be found in the literature.r'7

Gamma (and Pearson TYPe lll)

The gamma distribution has wide application in mathematical statistics and has been

used increasingly in hydrologic studies now that computing facilities make_it easy to

evaluate the gimma functioi instead of relying on the painstaking method of using

tables of the incomplete gamma function that lead to the CDF, P(X < x). In greater

use is a special case of gamm a: tbe Pearson Type /1L This distribution has been widely

adopted as the standard method for flood frequency analysis in a form known as the

log-pearson /11 in which the transform y :1og x is used to reduce skewness.8-r0

Aithough all three moments are required to fit the distribution, it is extremely flexible

in that a zero skew will reduce the log-Pearson III distribution to a log-normal and

the pearson Type III to a normal. Tables of the cumulative function are available and

will be explained in a later section.lo'11 A very important property of gamm-a variates

as well as normal variates (including transformed normals) is that the sum of two such

variables retains the same distribution. This feature is important in generating syn-

- -thefie hy-drologic sequences.l''''

(26.38)
(26.3e)
(26.40)
(26.4r)
(26.42)
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Gumbel's Extremal Distribution

The theory of extreme values considers the distribution of -the largest (qr smallest)
observations occurring in each group of repeated samples. The distribution of the nt
extreme values taken from n, samples, with each sample having n2 observations,
depends on the distribution of the nrn, total observations. Gumbel was the first to
employ extreme value theory for analysis of flood frequencies.la Chow has demon-
strated that the Gumbel distribution is essentially a log-normal with constant skew-
ness.ts The CDF of the density function given in Table 26.3 is

P(X - x) : F(x) : exp{-expl-o(, - u)l} (26.43)

a convenient form to evaluate the function. Parameters a and u are given as functions
of the mean and standard deviation in Table 26.3. Tables of the double exponential are
usually in terms of the reduced variate, y - a(x - u).tu Gumbel also has proposed
another extreme value distribution that appears to fit instantaneous (minimum annual)
drought flows.17'18

CDFs in Hydrology

Normal and Pearson distributions can often be used to describe hydrologic variables
if the variable is the sum or mean of several other random variables. The sum of a
number of independent random variables is approximately normally distributed. For
example, the annual rainfall is the sum of the daily rain totals, each of which is viewed
as a random variable. Other examples include annual lake evaporation, annual
pumpage from a well, annual flow in a stream, and mean monthly temperature.

The log-normal CDF has been successfully used in approximating the distribu-
tion of variables that are the product of powers of many other random variables. The
logarithm of the variable is approximately normally distributed because the logarithm
of products is a sum of transformed variables.

Examples of variables that have been known to follow a log-normal distribution
include:

Annual series of peak flow rates.
Daily precipitation depths and stremflow volumes (also monthly, seasonal,
and annual).
Daily peak discharge rates.
Annual precipitation and runoff (primarily in the western United States).
Earthquake magnitudgs,
Intervals between earthquakes.
Yield stress in steel.
Sediment sizes in streams where fracturing and breakage of larger into
smaller sizes is involved.

The Pearson Type III (a form of gamma) has been applied to a number of
variables such as precipitation depths in the eastern United States and cumulative
watershed runoff at any point in time during a given storm event. The transformed
log-Pearson Type III is most used to approximate the CDF for annual flood peaks. If
the skew coefficient C" of the variable is zero, the CDF reverts to a log-normal.

1.
2.

3.
4.
5 .

6.
7.
8.
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It has also.been used with monthly precipitation depth and yield strengths of concrete

members.
A useful CDF for values of annual extreme is the Gurnbel or extreme value

distribution. The mean of the distribution has a theoretical exceedance probability of

0.43 and a recurrence interval T of 2.33 years. Flood peaks in natural streams have

exhibited strong conformance to this disffibution, including means with 2.33-year

recurrence intervals. Graph paper that produces a ptraight-line fit for Gumbel vari-

ables is a available and useful for graphical tests of annual extremes. A sample is

shown in Fig. 27 .2. The CDF has been applie! to peak annual discharge rates, peak

wind velocities, drought magnitudes and intervals, maximum rainfall intensities of

given durations, and other hydrologic extremes that are independent events.

BIVARIATE LINEAR REGRESSION AND CORRELATION

Correlation and regression procedures are widely used in hydrology and other sci-

ences.te The premise of the methods is that one variable is often conditioned by the

value of another, or of several others, or the distribution of one may be conditioned

by the value of another. Just as there are probability density functions (PDFs) for

evaluating the marginal probability of a variable (see Section 26.2), so also are there

PDFs forlhe conditional probabilities (also described in Section 26.2) of variables.

The concept is illustrated in Fig. 26.7 . For two variables, the bivariate density func-

tion,/(y li,), ptotted in the vertical on the frgure, changes for each value of x' The one

shown applies only to variations in y when x : xr. Different distributions might occur

for other values of x.
A measure of the degree of linear correlation between two variables x and y is

the linear correlation cofficient, P*,y. Avalue of p',, : 0.0 indicates a lack of linear

Pylr regression line

Figure 26.7 Bivariate regression with conditional probability

function.

26.8
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correlation and p,,, : + 1.0 means perfect correlation. The correlation coefficient is
found from

(26.44)

where o, and o, are the variances of each variable, respectively, (see Eq. 26.30), and
cov(x, y) is the covariance shared by the two variables, defined as

cov(.r, y) : c,.,: 
f _f _Q'- 

p)(y - p,)f(x,v) dv dx (26'4s)

The sample correlation coefficient, r : s,.rf s*s* is used to estimate p',r. The sample

covariance is found from the square root of

s?,, : (26.46)

The regression line shown on Fig. 26.7 is derived to pass through the mean

values of the distributions, so that for any given value of x, the mean value of y I x
(read "y given x ") can be estimated by the regression line. The standard error of the

estimate of y I x is depicted by the line drawn through the conditional distributions at

a distance of one standard deviation from the mean. If the conditional distributions at

all x-values are normal, it can be shown that the mean value, &y1,, of the conditional
distribution is related to the means of .r and H or

a
&,1 , :  l t ,  *  p2 ( *  -  

t r , )' ( ,

and the variance is

4t.
,  @-  p ) ' 1" -  d  l

cov(x, y) cr.v
u - , , :  

-

(l*ay aroy

t26.47)

a?:  40 -  p ' )

(26.48)

(26.4e)

which is the variance of the residuals of the regression. Just as the mean of the

distribution requires substitution of the given value of x into Eq. 26.47, so also does

the variance ,Eq.26.48. When the value of x in Fig. 26.7 is setiequal to A the standard
error of the mean is

ae
O- t= :  - - - - -7

VN
Equation 25.47 is linear and expresses the linear dependence between y and .r as

slrown in Fig. 26J.The mean value of y can be computed for fixed values of x' Also,

if the correlation between them is significant, one can predict the values of y with less

error than the marginal distribution of y alone. In fact, from Eq. 26.49, the fraction

of the original variance explained or accounted by the regression is

o " : t - *

: #['
where

(26.s0)

(26.5r)
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It can be seen also from Eq. (26.47) that the slope of the regression line is

cy tl,yl, 
- 

lLy
PA:  r  -  r r ^

or, ifx andy are standardized, then p itself is the slope, where

}rnt. - p,r)/a,

(26.s2)

p =
(x - t*)/o,

(26.s3)

The bivariate case can be expanded to cover higher-order, multivariate distributions.

26.9 FITTING REGRESSION EQUATIONS

ing value of x. The line to be fitted is

Y, :  a  - l  Bx ; (26.s4)

Cowpasture
River

Jackson
Year River

N

6

I

, ? ;

x b o
J . F

! Q

3 [ i
e o

F r
; h

d

B
U

61 58
92 81
65 70
72 63
82 68
67 58
74 74

t 18 105
t24 134
r08 108
65 93
88- 85

A 1

/ 1

43
44

46
47
48
49
50
5 1
52

60 80 100 120 r40

Lowest annual flow for 1 day (cfs)
Jackson River at Falling Springs, Virginia, 1941-1952

Figure 26.8 Cross-correlation of low floWs. Regression line: Iz : 4.94 + 0.923X; r : 0.86.

Mean =
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deviation =

84.7

21.7

83.1
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The best estimates of o and B are sought. Thus to minimize

) 0, - f), : ) ly, - (o + px,)1, - (26.ss)

where y, are the observed values and!,ate the estimated values from Eq. 26.54,take

partial derivatives as follows:

*{> b, - (q + n')r}

#{> tv, - (o * B';l'}

After carrying out the differentiations and summations, two equations result in a and

B, called normal equations.

) y ,  -  n d  -  B ) " , :  o

2 * , y , - " ) x t - F 2 * ? : o

Solving Eqs. 26,58 and 26.59 simultaneously yields

2 v ,  F 2 ^e : - -  
' i : y - B T

n n

P: =7 - (>;y[

Recall the slope is p(arf o), or as estimated from sample data

B :  r t ;

Also, the unexplained variance in the regression equation is

4 : 4 Q - p ' ) (26.63)

the square root of which is the standard deviation of residuals (see Fig' 26'8) and is

cailed the standard error of estimate. These can be estimated from

* : 4 s l ( r - r , )-  n - z

s 2 " :  2 ( y , - i l '

(26.s6)

(26.s7)

(26.s8)

(26.se)

(26.60)

(26.6r)

(26.62)

(26.64)

(26.6s)

where y, and i, are as defined previously (see Eq' 26'55)'

ivtany nyarotogic variables are linearly related, and after estimating the regres-

sion coeffici"ntr, p."di"tion of y can be made for any value of x within the range of

observed x values. Extrapolation outside the range is often performed but should be
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done wfth caution. Equation 26.48 shows that the variance in the estimate of y for a
given x value becomes large when x is several standard deviations above or below the
mean.

EXAMPLE 26.6

The lowest annual flows for a l2-yr period on the Jackson and Cowpasture Rivers are
tabulated in Fig. 26.8. The stations are upstr€am of the confluence of the two rivers
that form the James River. Find the regression equation and the correlation between
low flows.

Solution

t

3.

694

The basic statistics are2 x : 1016; ) y : 997;2 x2 :

88,777; and2 xy : 89,209.
For the two-variable regression a and B are found from
26.61,.

91,216;2 l "  
:

Eqs. 26;60 and

_ [ (89,20e)  -  ( l0 t6xee7) / (12) ] :  oQo?
(9r,216) - (tor6)'�102)

(0.e23)(2r.7): 0:86
23.2

4. From F;q.26.64 the standard error of estimate, s,, is 11.7, which is plotted
as limits around the regression line in Fig. 26.8. rl

Coefficient of Determination for the Regression

A regression equation replaces (and extends) the data used in its development. Be-
cause it cannot reproduce all the base data, the process results in the loss of some
information. This not only includes loss of information about particular pairs of data,
but also about the variability of the data. The variance sf is a statistical measure of the
variability of the measured values of y. The greater the value of sl, the wider the spread
of points around the mean. The percentage of information about the variance in y that
is retained, or explained by, the regrdssion equation is called the cofficient of deter-
mination, Cr. To determine its value, the residuals or departures (differences between
actual and estimated y values) have known variance 4, which represents the unac-
counted variance in the regression equation. The explained variance would be the
difference, 4 

- o2, and the percentage retained (coefficient of determination) is

ee7 (0.e23x1016)
o :  i  

:  4 ' 9 r

The regression is y : 4.91 + 0.923x.
The correlation coefficient from Eq.26.62 is

(26.66)
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Comparison with Eq. 26.49 reveals that

C o =  P z , (26.67)

Thus the square ofthe correlation coefficient p is the percentage of d, explained
by the regression. For any sample of data the coefficient of determination r2 is

estimated as sl,rlslsl . A large r2 indicates a good fit of the regression equation to the

data because the equation accounts for or is able to explain a large percentage of the

variation in the data.

Determine the coefficient of determination for the regression in Example 26.6.

Solution, From Eq. 26.67, the coefficient of determination, r2, is 0.7396.

Thus, the regression equation adequately explains or "accounts for" about 74
pefcent of the original information about y contained in the raw data. Twenty-

six percent of the information is lost. I r

The bivariate example can be extended to multiple linear r'bgressions. For exam-

ple, the linear model in three variables, with y the dependent variable and x1 and x2

the independent variables, has the form

y : a * F $ t * F z x z

The normal equations are

) y :  an-r Br) t '  *  FrZ *,

) y " ' :  " )  x t t  F r Z * ? +  F r 2 * , * ,

2 yrr :  *  )  xz I  Fr2 *r* ,  + F"2 *7

The square of the standard error of estimate is

s7:  2(y , - r , ) '  (26.72)

where y, are the observed values and y-, are predicted by Eq. (26.68). The multiple

correlation co efficient is

(26.68)

(26.6e)

(26.70)

(26.7r)

(26.73)n : ( t -

Linear Transformations in Hydrology

^2\  |  /2+)s;/

Strong nonlinear bivariate and multivariate correlations are also common in hydrol-

ogy, ind various mathematical models have been used to describe the relations.

Piiabolic, exponential, hyperbolic, power, and other forms have provided better
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graphical fits than straight lines. Because of difficulties in the derivation of normal
equations using least squares for these models, many can be transformed to linear
forms. The most familiar transformation is a linearization of mtiltiplicative nonlinear
relations by using logarithms. For example, the equation

Y : g,xft 1$z

becomes linear when logarithms are taken, or

(26.74)

(26.7s)log y : log * + Bllo$ x1 -f B"Iog x2

The log transformation procedure results in a linear form when the logarithms
of one or both sets of measurements are substituted in Eqs. 26.60 and 26.61. For
example, if a bivariate parabolic form I : qXb is suggested by the data, logarithms
allow use of the linear form log Y : log a -t b log X. The normal equations can be
used by redefining y : log Y, x : logX, e : log a, and F : b,thereby transforming
the equation to y : a * Bx. The regression can now be performed on the logarithms,
values of a and B determined, and the estimate of a is found by taking the antilog of
a. This transformation is possible for several other nonlinear models, some of which
are shown in Table 26.4. The variables x and y must be nonnegative, with values
preferably greater than 1.0 to avoid problems with the log transformation.

TABLE 26,4 LINEAR TRANSFORMATIONS OF NONLINEAR FORMS

Equation Abscissa Ordinate Eouation in linear form

Y = A + B X
Y = BeAx
Y : A X B
Y : A B x

I

log Y
log Y
log Y

X

log X
X

lY): A + B[x]
tbc rl : loc B + A(1og e)[x]
tbc rl : bc A + B[toc X]
lloC rl : loC A + (loC B)[X]

EXAMPLE 26.8

Note.' Variables in brackets are the regression variates.

In the following exhibit (Table 26.5) prepared by Beard,20 the regional correlation is
sought of the standard deviation of flow logarithms with the logarithms of the drainage
area size'and the number of rainy days per year; X, is set equal to ( 1 t log s) to avoid
negative values. Find the regression equation and the multiple correlation coefflcient.

Solution

1. From Eqs. 26.69, 26.70, and26.7l, the parameters are

a  :  1 .34 ;  Fr  :  -0 .013;  Fz :  -0 .49

and the regression equation is

Xt :  1.34 - 0.0I3X2 - 0.49X3

or log s : 0.34 - 0.013 log(DA) - 0.49 log(days)

2. The multiple correlation coefficient from Eqs' 26.72 and 26.73 is R :

0 .56 .  l l
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TABLE 26.5 LOGARITHMIC DATA FOR 50 GAUGING STATIONS

X r : 1  +  l o g s Xz:  log  DA & : log number of rainY-daYs Per Year
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Station
number X2

(1) (2)

x1
(8)

x2
(6)

x3
(3)

x1
(4)

0.29
0 .18
o. l7
0.44
0.38
0.3'7
0.30
0.35
0.16
0 .11
0.32
0.34
0.25
0.43
0.2'l
0.25
0.52
0 .18
0.39
0.40
0.25
0.23
0.54
0.51
0.45
0.63
0.45
0.59
0.46
0.32
0.96
0 .12

Station
numDer

(5)

33
34
35
36
37
38
39
40
4 I
42
43
44

46
4'7
48
49
50

> X
x

2 XX,
2 X2 X2/n

0.20
0.58
0.64
0.37
o.27
0.54
0.63
0.78
0.46
0.44
0.24

-0.03
0.30
0.17
0.14
0.10
0.27
0.18

xs
(7\

I
2
3
4
5
o

7
8
q

t 0
1 1
t2
I J

t4
15
16
17
1 8
19
20
21
22
LJ

24
25
26
27
28
29
30
3 l
32

1 .61  2 .11
2.89 2.12
4.38 2. l l
3.20 2.04
3.92 2.07
1.61 2.04
3.2r 2.09
3.65 1.99
3.23 z.rs
4.33 2.08
1.60 2.09
2.82 2.00
2.40 2.00
3.69 2.09
2.18 2.19
2.09 2.17
4.48 | .91
4.95 1.9s
2.21. r.97
3.4r 2.08
4 .82  l � 88
r .78 r .93
4.39 L.74
3.23 2.01
3.58 2.04
1.64 1.78
4.58 1.7 6
3.26 1.93
4.29 1.81
1.23 1.89
3.44 1.48
2 . l t  | . 97

96.24 17.89
1.925 0.358

285.5627 51.1527
284.0042 52.7934

1.5585 -r.640'�7

1.94
z . t J

3.63
1 .91
2.26
2.97
0.70
0.30
3.38
2.87
2.42
4.53
3.04
4 .13
|.49
5.37
1.36
2.31

1.87
t .36
1 . 8 1
1.58
1.48
1.89
r .32
1.54
1.62
2.03
2.26
1.93
1.78
2.00
2.Or
1.95
2 . t l
2.23

r4'7.55
2.951

503.7779
435.4200
68.3579

2 XX,
2 X2 X,ln

2 X 2 X ' l n
2 xx1 -1.6407

r8'7.59r2 33.2598
185.2428 34.4347

1.5585 2.3484 -r.r749

8.1635
6.4010
L7625

26' IoREGRESS|oNANDCoRRELAT|oNAPPL|CAT|oNS

Note: x = X - X. (AfterBeard.2o)
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desired Jtatistical parameter as dependent variable, and the appropriate physical and
climatic variables within the basin or region as the independenlvariables. The proce-
dures are signiflcantly better than using relatively short historical sequences and
point-frequency analysis. Not only does the method reduce the inherently large sam-
pling errors but it furnishes a means to estimate parameters at ungauged locations.

There are limitations to the techniques of Section 26.9. First, the analyst as-
sumes the form of the model that can express only linear, or logarithmically linear,
dependence. Second, the independent variables to be included in the regression anal-
ysis are selected. And, third, the theory assumes that the independent variables are
indeed independent and are observed or determined without error. Advanced statisti-
cal methods that are beyond the scope of this text offer means to overcome some of
these limitations but in practice it may be impossible to satisfy them. Therefore, care
must be exercised in selecting the model and in interpreting results.

Accidental or casual correlation may exist between variables that are not func-
tionally correlated. For this reason, correlation should be determined between hydro-
logic variables only when a physical relation can be presumed. Because of the natural
dependence between many factors treated as independent variables in hydrologic
studies, the correlation between the dependent variable and each of the independent
variables is different from the relative effect of the same independent variables when
analyzed together in a multivariate model. One way to guard againstthis effect is by
screening the variables initially by graphical methods. Another is to examine the
results of the final regression equation to determine physical relevance.

Alternatively, regression techniques themselves aid in screening significant vari-
ables. When electronic computation is available, a procedure can be followed in which
successive independent variableS are added to the multiple regression model, and the
relative effect of each is judged by the increase in the multiple correlation coefficient.
Although statistical tests can be employed to judge significance, it is useful otherwise
to specify that any variable remain in the regression equation if it contributes or
explains, say, 1 or 5 percent ofthe total variance, or ofR2. A frequently used rqethod
is to compute the partial correlation cofficients for each variable. This statistic
represents the relative decrease in the variance remaining ( 1 - R') by the addition of
the variable in question. If the variance remaining with the variable included in the
regression is (I - Rz) : pz and the variance remaining after removal is
(l - R'') : D'', then the partial regression correlation coefficient is

\D'' - D')lD''.
Most PC spreadsheet software packages have statistical routines for all the

analyses described here and many more. Most are extremely flexible, requiring mini-
mal instructions -and input data other than raw data. Special manipulations can effect
an interchange ol dependent and independent variables, bring one variable at a time
into the regression equation, rearrange the independent variables in order of
significance, and perform various statistical tests.

Extending Hydrologic Records

Regression techniques frequently can be used to extend short records if significant
correlation exists between the station of short record and a nearby station with a

- loriger reeord. Iq Example26.6, if the Jackson River records were complete fromI94l
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to date but the Cowpasture records were incomplete after 1952,the cross-correlation
could be used to estimate the missing years by solving the regression equation for I
from 1953 on using the X flows as observed. The reliability of such methods depends
on the correlation coefficient and the length ofthe concurrent records. Ifthe concur-
rent record is too short or the correlation weak, the standard error of the parameter
to be estimated can be increased and nothing is gained. The limiting value of cross-
correlation for estimating means is approximately p : l/\/ n, where n is the length
of the concurrent record.21 Thus any correlation above 0.3 would improve the Cow-
pasture records. Estirnates of other parameters with larger standard errors require
higher cross-correlation for significant improvement. Extending or filling in deficient
records often is necessary for regional studies in which every record used should be
adjusted to the same length.

Predicting. Regionalized Hydrologic Variables

Cruff and Rantzz2 studied various methods of regional flood analysis and found the
multiple regression technique a better predictor than either the index-flood method
(Chapter 27) or the fitting of theoretical frequency distributions to individual histori-
cal records. They flrst used regression techniques to extend all records to a common
base length. Next they extrapolated by various methods to estimate the 50- and
100-year flood events and with multiple correlation examined several dependent
variables including the drainage area A, the basin-shape factor (the ratio of the
diameter of a circle of size A to the length of the basin measured parallel to the main
channel) Sa, channel slope S, the annual precipitation P, and others. They found only
A and S, to be significant, which resulted in prediction equations of the form

Q, : cAS!,. These equations were superior to those of the other techniques. The
multiple correlation coefficient was as high as 0.954.It is interesting that regression
techniques were employed in still a third way, that is, to estimate regional values of the
mean and standard deviation after adjusting the record length. Example 26.8 illus-

' trated the application of regression analysis to regionalize the standard deviation of
annual maximum flow logarithms as a function of the drainage area size and the
number of rainy days each year.

r summary
Statistics is a diverse subject, and the treatment in this chapter has been nothing more
than an introduction. Serious students and practitioners must return again and again
to the theory in standard works.23 They will find that evaluating new developments
and techniques must claim a large share of their time. Only certain aspects, of statis-
tical hydrology have been presented, principally the common distributions and the
methods for analyzing frequency of events observed at a single point. In the next
chapter this information is extended to common applications in hydrology.

PROBLEMS

26.1. The probabilities of events E1 and E2 arc each.3. What is the probability that E1 or
E2 will occur when (a) the events are independent but not mutually exclusive, and

- (b) when the probability of Et, given E2is .l?
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26.2.

26.3.

26.4.

26.5.

26.6.

26.7.

26.8.

PROBABILITY AND STATISTICS

Events A and B are independent events having marginal probabilities of.4 and .5,
respectively. Determine for a single trial (a) the probability that both A and B will

occur simultaneously, and (b) the probability that neither occurs.

The conditional probability, P(E, I E,r), of a power failure (given that a flood occurs)
is .9, and the conditional probability, P(Ez I E), of a flood (given that a power failure

occurs) is .2. If the joint probability, P (\ and E), of a power failure and a flood is

.1, determine the marginal probabilities, P(E) and P(E).

Describe two random events that are (a) mutually exclusive, (b) dependent, (c) both
mutually exclusive and dependent, and (d)"neither mutually exclusive nor dependent.

A temporar;1 cofferdam is to be built to protect the 5-year construction activity for a

major cross valley dam. If the cofferdam is designed to withstand the 20-year flood,

what is the probability that the structure will be overtopped (a) in the flrst year, (b) in

the third year exactly, (c) at least once in the 5-year construcfion period, and (d) not

at all during the 5-year period?

A 33-year record of peak annual flow rates was subjected to a frequency analysis. The

median value is defined as the midvalue in the table of rank-ordered magnitudes.
Estimate the following probabilities.

, a. The probability that the annual peak will equal or exceed the median value in any

single year.
b. The average retlrrn period of the median value.
c. The probability that the annual peak in 1993 will equal or exceed the median

value.
d. The probability that the peak flow rate next year will be less than the median

value.
e. The probability that the peak flow rate in all of the next 10 successive years will

be less than the median value.
f. The probability that the peak flow rate will equal or exceed the median value at

least once in l0 successive years.
g. The probability that the peak flow rates in both of two consecutive years will

equal or exceed the median value.
h. The probability that, for a2-year period, the peak flow rate will equal or exceed

the median value in the second year but not in the first'

What return period must an engineer use in his or her design of a bridge opening if

there is to be only a 50 percent risk that flooding will occur at least once in two

successive years? Repeat for a risk of 100 percent.

A temporary flood wall has been constructed to protect several homes in the

floodplain. The wall was built to withstand any discharge up to the 20-year flood

magnitude. The,wall will be removed at the end of the 3-year period after all the

homes have been relocated. Determine the probabilities of the following events:
a. The wall will be overtopped in any year.
b. The wall will not be overtopped during the relocation operation.
c. The wall will be overtopped at least once before all the homes are relocated.

d. The wall will be overtopped exactly once before all the homes are relocated.

e. The wall will be adequate for the flrst 2 years and then overtopped in the third
year.

Wave heights and their respective return periods (shown on the next page) are known

for a 40-mi long reservoir. Owners of a downstream campsite will accept a 25 percent

risk that a proiective wall will be overtopped by waves at least once in a 2}-yeat
period. Determine the minimum height of the protective wall.

26.9.
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Wave height Return period
(ft) (years)

10.0
8.5
7.4
5.0
3.5

100
50
30
10
5

26.10. Assume that the channel capacity of 12,000 cfs near a private home was equaled or
exceeded in 3 of the past 60 years. Find the following:
a. The frequency of the 12,000-cfs value.
b. The probability that the home will be flooded next year.
c. The return period of the 12,000-cfs value.
d. The probability that the home will not be flooded next year.
e. The probability of two consecutive, safe years.
f. The probability of a flood at least once in the next 20 years.
g. The probability of a flood in the second, but not the first, of two consecutive years.
h. The 20-year flood risk.

26,11, The distribution of mean annual rainfall at 35 stations in the James River Basin,
Virginia, is given in the following summary:

Interval (2-in. groupings) 36 or 37 in. 38 or 39 in. 40 or 41 in. 42 or 43 in. l
Number of observations Z 4 j

Interval (2-in. groupings) 44 or 45 in. 46 or 47 in. 48 or 49 in. 50 or 51 in.
Numberofobservations 5 4 2 2

Compute the relative frequencies (see Chapter 27) andplot the frequency distribution
and the cumulative distribution. Estimate the probability that the mean annual rainfall
(a) will exceed 40 in., (b) will exceed 50 in., and (c) will be between these values.

26.12. Write a simple program to READ in N data points and compute the mean, standard
deviation, and skewness coefficient.

26.13. A normally distributed random variable has a mean of 4.0 and a standard deviation
of 2.0. Determine the value of

f@
I

I f(x) dx
-  " 8

26.14. For a standard normal densitv function. use Table B.1 to determine the value of'  

f r+ 'o

I fG) dx
J *-ro

26.15. A normal variable X has a mean of 5.0 and a standard deviation of 1.0. Determine the
value of X that has a cumulative probability of 0.330.

26.16. If the mode of a PDF is considerably larger than the median, would the skew most
likely be positive or negative?
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26.17. tomplete the following mathematical statements about the properties of a PDF by
inserting in the boxes on the left the correct item number from the right. Assume that
X is a series of annual occuffences from a normal distributibn.

I
a .  I  f ( x )  dx :  J  r .Ze rc

t "

2.Unity

3. Value with 5 percent chance ofexceedance each year

4. 0.68

5. Value expected every 50 r"urc on the average

6. P(X < mr)

7 . P ( m 1  ' X ' * r )

8 . P ( m 1  - X = m z )

9. Median

10. Standard deviation

26.18, The mean monthly temperature for September at a weather station is found to be
normally distributed. The mean is 65.5" F, the variance is 39.3'F2, and the record is
complete for 63 years. With the aid of Table B.1, find (a) the midrange within which
two thirds of all future mean monthly values are expected to fall, (b) the midrange
within which 95 percent of all future values are expected, (c) the limit below which
80 percent of all future values are expected, and (d) the values that are expected to be
exceeded with a frequency of once in l0 years and once in 100 years. Verify the results
by plotting the cumulative distribution on normal probability paper.

26.L9. The total annual runoff from a small drainage basin is determined to be approximately
normal with a mean of 14.0 in. and a variance of 9.0 in.2. Determine the probability
that the annual runoff from the basin will be less than I 1.0 in. in all three of the next
three consecutive years.

26.20. In the past 60 years, a discharge of 30,000 cfs at a stream gauging station was equaled
or exceeded only three times. Determine the average return period (years) of this
value.

26.21. Events A and B are independent and have marginal probabilities of .4 and .5, respec-
tively. Determine the following for a single trial:
a. The probability that both A and B occur.
b. The probability that neither occurs.
c. The probability that B, but notA, occurs.

?6il, Existing records reveal the following information about Events A and 4 where A = a

b.

d.

f'_ro, dx : r

l-.o 'o' dx: '34

f ,o" 
dx: r

f-to, dx: .5

f(x) dx : Z

I  rt ,  dx: .02

l .

Iong Merch'warm spell and B 1q :!94!$99!.
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Year 1 n

A : warm March?
B : April flood?

No No Yes No
Yes No No Yes

Yes
Yes

No
Yes

Yes
No

No
Yes

Yes
Yes

No
No

On the basis of the 10-year record, answer the following:
a. Are variables A and B independent? Prove.
b. Are variables A and B mutually exolusive? Prove.
c. Determine the marginal probability of an April flood.
d. Determine the probability of having a cold March next year.
e. Determine the probability (one value) of having both a cold March and a flood-

free April next year.
f. If a long March warm spell has just ended today, what is the best estimate of the

probability of a flood in April?

26.23. Two dependent events arc A : a flood will occur in Omaha next year and B : an
ice-jam will form near Omaha in the Missouri River next year. Use your judgment to
rank from largest to smallest the following probabilities: P(A), P(A and B), P (A or B),
P(A I B).

26.24. The probability of having a specified return period, [, is defined as:

P(annual value wil l be equaled or exceeded : /, - I \ '- '
exactly once in a period of r : I years) \ '  T,f

Also,

p (annual value will be equaled or exceeded _ pn_r(l _ p)r
exactly r times in a period of n years)

a. According to the descriptions in parentheses, the second probability should equal
the first when n and r are equal to what values?

b. Show that both equations result in the same probability for an annual value whose
frequency is 33{ percent and the return period is Z.: /:3 years. Discusss.

26.25. For the function described below, find (a) the number b that will make the function
a probability density function, and (b) the probability that a single measurement of x
wil l be less than l.

forx (  0

f o r 0 < x = b
f o r x l b

26.26. The random variable r represents depth of precipitation in July. Between values of
-r : 0 and x : 30, the probability density function has the equation/(-r) : x/40p',.
In the past, the average July precipitation p,, was 30 in.
a. Determine the probability that next July's precipitation will not exceed 20 in.
b. Determine the single probability that the July precipitatjon will equal or exceed

30 in. in all of five consecutive years.

26.27. The random variable -r represents depth of precipitation in July. Between values of
x : 0 and .r : 30, the probability density function has the equation/(.x) : x/1200.
a. Determine the probability that next July's precipitation will not exceed 20 in.
b. Determine the probability that next July's precipitation will equal or exceed 30 in.

. l  \ ^ )  
- {i",,'

l---
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26.28.

PROBABILITY AND STATISTICS

26.29.

26.30.

26.31..

26.32.

26.33.

26.34.

26.35.

26.36.

Measured discharge
(1000 acre-ft)

Estimated recharge
(1000 acre-ft)

12.2
10.4
10.6
1.2.6
14.2
13.0
14.0
t2.0
10.4
tl.4

t2.o
9.8

I  1 .0
t 3 . z

14.6
14.0
14.0
I  z , +

10.4
11 .6

Fi taregressionequat iontothedata inProblem26'34, t reat i lgd ischargeasthe
dependentvariable.computethestandarderrorofestimate.Estimatetheexpeoted
discharge when recharg" ir 13 Kti what would be the estimate of discharge if no

information were availatie on recharge? what is the relative improvement provided

by the regression estimate?

prepare a computer program for simple, two-variable, linear regression' The program

should (a) read in N pain oioUt"tuuiions, Y and X' (b) compute the means' variances'

and standard deviations oiUott' Y andX, and (c) find the regression constants' the

standard error of estimal-, u"J,ir" correlation coefficient. verify with the data in

Problem26.34.

From the following observations of variation of the mean annual rainfall with the

altitude of the gauge, d";;;;; iinea, predi.tion equation for the catchment. How

well correlated are rainfall and altitude?

i
)

26.37.
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Gauge
number

Mean annual
rainfall (in.)

Altitude of
gauge (1000 ft)

A A

4.4
1 <

< A

5.6
5.6
5 .8
6.0
6.6
6.6
6.8
7.0

22
28
25
3 1
J Z

J I

36
35
36
46
4 l
4 I

1
2
3
4

5
6
7
8
9

10
1 l
12

26.38.

26.39.

26.40.

Estimate the expected rainfall in Problem 26.31 for a gauge to be installed at an

altitude of 5500 ft.

The least-squares estimates of A and B in the bivariate regression equation Y : A +

BXarcA: 2.0 andB : 3.0, where Yis atransformation defined as logro) andXis

defined as 1o916;r. Ify and r are related by y : axb, determine the values of a and b.

The time of rise of flood hydrographs (Z), deflned as the time for a stream to rise from

low water to maximum depth following a storm, is related to the stream length (L) and

the average slope (S). From the information given below for 11 watersheds in Texas,

New Mexico, and Oklahoma, derive a functional relation of the form T,: aLbS'.

Watershed
number

L

(1000 ft)
D

(fv10oo ft)
I r

(min)

150
90
60
60

100
75
90
30
30
45
50

I
2
3
A

5
6
7
8
9

l 0
1 1

18 .5
14.2
25.3
tt.7
9.7
8 . 1

21.'7
3.9
1.2
J . J

J . )

7.93
19.0
t2.a
13 .3
11 .0
15.0
16.7

146.0
20.0
64.0
33.0

26.4r,

26.42.

26.43.

Repeat the exercise in Problem 26'40 by fitting the relation T,: dF", whete

F : L/{S with t in mi and S in ftimi. Plot the results on log-log paper.

The square of the linear correlation coefficient is called the proportion of the variance

that is "explained by the regression." Describe the meaning of this phrase by evaluat-

ing the equations given in the text. What variance is explained, and what does the term
"explained" mean?

Twenty measured pairs of values of normally distributed variables X and Y are ana-

lyzed, yielding values of X : 3O,V : 20, s' = 20, and s, : 0. Determine the values
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26.44.

26.46.

26.47.

REFERENCES

26.45.

PROBABILITY AND STATISTICS

d a and b and the standard deviation of residuals for a least-squares fit using the linear
e q u a t i o n Y : a + b X .

The least-squares estimates of A and B in the bivariate regres*sion equation y : A +
BXareA:2.OandB : I.0, whereyis atransformation defined as log1eL If Iand
X are related by Y : a(.b)', determine the values of a and b.

Given a table of ten values of mean annual floods and corresponding drainage areas
for a number ofdrainage basins, state how linear regression techniques would be used
to determine the coefficient and exponent (p and 4) in the equation Qzzz : pAq.

What choice of transformed variables I and X would provide a linear transformation
for y : a/(x3 + b)? Also, if a regression on these transformed variables yields
I : 100 + 10X determine the corresponding values of a and b. Would the linear
transformation be applicable to all possible pairs and values ofx and y?
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tude, the standard deviation of I or the standard deviation of residuals? For what
condition would the two values be equal?
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Chapter 27

Frequency Analysis

r Prologue

The purpose of this chapter is to:

. Present methods used in hydrology to evaluate the recurrence of particular
magnitudes and durations of random hydrologic variables.

. Elaborate on the definitions of freqUency, reiurrence interval, return period,
and risk analysis introduced in Chapter 10, Section 10.4.

. Illustrate the diverse applications of frequency analysis in hydrology.

. Teach several methods for conducting frequency analyses, including the use of
frequency factors that allow estimation of recurrence intervals for variables
that follow conventional probability distribution functions.

. Introduce methods of point and regional frequency analysis and describe
regional USGS regression equations that have been 4dopted throughout the
U.S. for estimating flood flows for use in structure design and floodplain
analysis.

. Establish how to estimate the reliability of estimates derived from point or
regional frequency analyses.
Explain the widely used Bulletin No. 17B Log-Pearson Type III procedures for
performing uniform flood flow frequency analyses.
Describe how various federal agencies apply frequency methods in design or
analysis of water resources systems.

In Chapter 26, probability and statistical characteristics of random variables
were introduced, along with common distribution functions and principles of regres-
sion and correlatiqn. The present chapter provides applications of these principles to
common hydrologic variables.

27.1 FREQUENCY ANALYSIS

The statistical methods presented in Chapter 26 are used most frequently in describing
hydrologic data such as rainfall depths and intensities, peak annual discharge, flood
flows, low-flow durations, and the like. Frequency analysis was introduced in Sec-
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tion 10.4 and is defined as the inve

recurrencA or probabilities of magnit

wise, the frequencY of a hYdrologic

discrete variable will occur or some'

exceeded in anY given Year' The lat

probability or exceedance freq-uenc
ir"qo"n"Y is a ProbabilitY and has

ceedancs frequencY, as shownbY Ec

Two methods of frequencY a

plotting technique to obtain the cum

iu"to.t. The cumulative distribution

the probability of an event equal to

is used to obtain recurrence rntervz

tioned when working with records sl

ofexpectedhydrologiceventsgreaterthantwicetherecordlength.

27.2 GRAPHICAL FREQUENCY ANALYSIS

The frequencY of an event can be

When annual maximum values are

imated as the mean time in Years' \

exceeded once on the average' The t

be shown to be

m
x: tuf , l j

where 7 = the mean number of exceedances

N = the number of future trials

n : the number of values
m : therunt 

-oi 
descending values, with largest equal to I

If the mean number of exceedances t : 1' N : T' and

n )  l
4 - -
I _

m

n * l - 2 a.r1 -r  -  
m - a

indicatingthattherecurfenceintervalisequaltothenumberofyearsofrecordplus
1, divided bY the rank of the event'

Several pictting p*liion formulas are available'l They give different results as

noted in Table 2'7' .1, .The range in recurrence rntervals outained for 10 years of record

is illustrated in the right-hani column. Most plotting position formulas do not account

for the sample size or length of record. One formula ihat does account for sample size

wa, giuen by Gringorten' and has the general form

(21.r)

(21.2)

(27.3)
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TABLE 27.1 PLOTTING POSITION FORMULAS

Method Solve for P (X > x\

F o r m : 1
a n d n = 1 0

P

California

Hazen

Beard

Weibull

Chegadayev

Blom

Tukey

1 - (0.5)'/'

fn

n * l

m - 0 . 3
n + 0 . 4

, m - i
n + i

l 0.10
m

n

2 m - l

3 m - l

3 n * l

.05

.067

.091

.06'l

.061

.065

20

14.9

1 1

14.9

t6.4

15.5

where n : the number of years of record
the rank
a parameter depending on n as follows:

n
a

10
0.448

20
0.443

30
0.442

40
0.441

50
0.440

n
a

100
0.439

In general, a : 0.4 is recommended in the Gringorten equation. If the distribu-
tion is approximately normal, , : fi is used. A value of a : 0.44 is used if the data
follows a Gumbel distribution.

The technique in all cases is to arrange the data in increasing or decreasing order
of magnitude and to assign order number m to the ranked values. The most efficient
formula for computing plotting positions for unspecified distributions,l and the one
now commonly used for most sample data, is the Weibull equation

P _ (27.4)

Whenm is ranked from lowest to highest, P is an estimate of the probability of values
being equal to or less than the ranked value, that is, P(X < x); when the rank is from
highest to lowest, P is P(X > x). For probabilities expressed in percentages, the value
is IA\ml@ + 1). The probability that X: .x is zero for any continuous variable.

60
0.440

70
0.440

80
0.440

90
0.439

m
n - f I
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regiond'l studies. Methods of "smoothing" and averaging regional values of skewness
have also been proposed.ro'15

Many techniques used in the past for generalizing regi6nal characteristics did
not rely on statistical considerations. The so-called station-year method of extending
rainfall records has proved helpful but has questionable statistical validity, especially
if applied to dependent series or to stations in nonhomogeneous areas. The method
has been used to combine, say, two 25-year records to obtain a single 50-year se-
quence. In practice, the analyst may have to use imagination and ingenuity to
summarize regional characteristics, while remaining aware of actual and theoretical
considerations,

lndex Flood Method

The index-flood method used in the past by the U.S. Geological Survey is an example
of summarizing regional characteristics successfully.t''tu The method uses statistical
data but combines them in graphical summaries. It can be supplemented and generally
improved by using statistical methods, employing, for example, the regression tech-
niques explained in Chapter 26.The index method, as illustrated in Fig. 27.4, canbe
outlined as follows.

1. Prepare single-station flood-frequency curves for each station within the
homogeneous region (Fig. 27 .4a).

2. Compute the ratio of flood discharges taken from the curves at various
frequencies to the mean annual flood for the same station.

3. Compile ratios for all stations and find the median ratio for each frequency
(Fi5.27.4b).

4. Plot the median ratios against recurrence interval to produce a regional
frequency curve (Fig. 27.4c).

Two statistical considerations involved are (1) a homogeneity test to justify
definition of a region, and (2) a method for extending short records to place all stations
on the same base period. A somewhat similar technique was developed by Potter for
the Bureau of Public Roads.rT It relies on the graphical correlation of floods with
physical and climatic variables and is thus a technique that refers in part to the
discussion in Chapter 26 (see also Chapter 16).

U.S.G.S. Regional Regression Equations

Early in the 1950s, the U.S. Geological survey instituted aprocess of correlating flood
flow magnitudqs and frequencies with drainage basin characteristics. Sets of regres-
sion equations for the 2-,5-, l0-,25-,50-, and 100-year floods have been developed
for practically every hydrologically homogeneous region in every state. The work was
largely inaugurated to develop methods for estimating peak flow rates for design of
highway structures at ungauged basins. Data from gauged sites was evaluated by
regional analysis to provide the best fit of regression models to the data.

Continuous water stage recorders and crest-stage gauge data were consulted to
develop frequency curves for all gauged watersheds. Given the frequency curves, a
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number of correlation tests were made using multiple linear regression to predict the

peak flows from various easily obtained independent parameters such as drainage

area, basin slope, watershed aspect, elevation, mean temperature during the snowmelt

season, and hundreds of other variables'
Each study was reported by state. The open file or water resource investigation

reports are available from the USGS and include discussions of the equations, com-

1n"ntr on range of applicability, information on the reliability of the equations, copies

of all the gauged basin frequency curves, and.sets of equations for estimating floods

in ungaugid watersheds. Equations for all states have been compiled by the U.S.

Ceotogicit Survey into a PC software package called NFF (National Flood Fre-

qu"n"y;, available from tJre usGS (or FHWA as part of their package, HYDRAIN)'- 
Figure 27.5 shows the six regions for the state of Texas. Regional regression was

conducted independently by region using available gauged station data. As in many of

the reports, the Texas manual reveals that different independent variables were se-

lected for each region.18 The equations developed fgr Region 2 are:

Q, : 216 Aos74So'12s

Qs :  322 Ao62oso 184

Qro : 389 Ao6a6So'2ta

Qr, = 485 Ao 668510 236

Qro : 555 Ao 6825'0'250

Qrco : 628 Ao 6e4s0261

where g : peak discharge for given frequency, cfs
A : drainage area, square miles
S : average slope of the streambed between points

distance alons the main stream channel from

(27.r2)
(27.r3)
(27.r4)
(27.rs)

'  (27.16)

(27.r7)

10 and 85 percent of the
the mouth to the basin

EXAMPLE 27.6

divide, feet per mile

Develop estimates of flood peaks for a 200-square-mile rural watershed near Dallas.

The mean slope between the 10 and 85 percent points is 3.4 ft per mile.

Solution. Dallas is in Region 2. Equations 2712-27.17 give:

Qr:  216 Aos1asol2s :  5 ,270 cfs

-  O s : 3 2 2 4 0 6 2 0 5 0 1 8 o  :  1 0 , 7 7 0  c f s

Qro:  389 Ao'6a6so'21a :  15 '490 cfs

Qrr :  485 A066850236 :22 '300 cfs

Qro:  555 Ao682so25o :  27,800 cfs

Qrco : 628 Ao6e4so261 : 34,170 cfs l l
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UNDEFINED
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Figure 27.5 Hydrologic regions in Texas for 1976 USGS regional regression equations. (From
Ref. 18.).
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National Flood Frequency (NFD Program

Since 1973, regression equations like Eqs. 27 .I2 through 27:t7 for estimating flood-
peak discharges for rural, unregulated watersheds have been published, at least once,
for every state and the Commonwealth of Puerto Rico. In 1993 the USGS, in cooper-
ation with the Federal Highway Administration and the Federal Emergency Manage-
ment Agency, compiled all of the current statewide and metropolitan area regression
equations into a microcomputer program titled the National Flood Frequency (NFF)

Program.re This program summarizes regression equations for estimating flood-peak
discharges for all52 states. It also addresses techniques for estimating a typical flood
hydrograph for a given recurrence interval or exceedence probability peak discharge
for unregulated rural and urban watersheds. The prograr4 lists statewide regression
equations for rural watersheds and provides much of the reference information and
input data needed to run the computer program. Regression equations for estimating
urban flood-peak discharges for several metropolitan areas in at least 13 states are
also available.

Information on computer specifications and the computer program are given.rT
Instructions for installing NFF on a personal computer and a description of the NFF
program and the associated data base of regression statistics are also given. The
program is available as part of the Federal Highway Administration package,
HYDRAIN, or by itself. Though the USGS and FHWA do not distribute or service the
software, information about vendors who provide software sales and service can be
obtained by contacting the agencies.

Flood Frequency from Channel Geometry

Stream channels in alluvial systems develop their width, depth, slope, and other
hydraulic geometry characteristics from the composite hydrographs that flow through
their valleys. It has been demonstrated that the shape of some stream channels, if
properly evaluated by trained hydrologists, can be correlated with the mean annual
flow, peak annual flow, bank-full flow, and the dominant, or channel=forming, dis-

. charge. Regression equations, similar to Eqs. 27.12-27 .I7, have been successfully
derived for many perennial streams with very reasonable standard errors of estimate.

Measurements for these studies are normally obtained during low flow. The
channel of interest is that channel being maintained by the current flow regime. It is
characterized by the active channel, limited laterally by the point bars and most recent
geologic floodplain deposits. It is felt that these represent the most recent depositions,
and are therefore indicative of the width needed by the current flow and sediment
transport regipe. Figure 27.6 rll:ustrates the principle in determining the active,
floodplain-building channel, established'for the example as the width A-A .

Such studies have been conducted in Nevadd, California, Kansas, Colorado, and
elsewhere. A USGS investigation of 53 gauged streams in mountain regions of Colo-
rado resulted in the following equations.2o

Qz = 0.666 Wr'eoaD*o

Q, : 1.53 W1.682D-o2stAo'017

(27.r8)
(27.r9)
(27.20)Qr6 : 2.38 W1 53o D-o 2se A.o t43
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Reference line

Distance, in feet

Figure27.6 Typical stream cross-section, illustrating active channel dimensions' (From

Ref. 20.)

727

(27.2r)
(27.22)

Q25 : 3.70 Wr'372D-o263Ao2rs

Qro : 4.93 W127aD-02s6Ao'257

where Q : peak flow for the given frequency, cfs
W = iop width of stream at bank-full condition, ft

D : mean depth for bank-full flow, ft
A : cross-section area at bank-full flow, sq ft

The multiple correlation coefficients for these equations ranged from 0-80 for the

50-yr flow to 0.89 for the 2-yr event. Standard errors, respectively, ranged_from 42' 1

percent to 32.2percent. These types of investigations offer yet another tool for use in

estimating p"uk flo*r, and allow the hydrologist to evaluate floods by site-specific

conditions versus more uncertain regional parameters'

Regional Rainfall Characteristics

The variation of rainfall frequencies with duration was introduced in Chapter 2'

Regression analysis can be used to I
those shown in ChaPter 15, and the
Many formulas have been used in t
a form with intensity (i) inversely pt
of the form i : AIQ + B) to fit
constants A and B therefore serve as characteristic features of both the rainfall region

and the frequency of occurrence in each area'

Low-flow water level
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Fit the following rainfall data to determine the 10-year intensity-duration-frequency
curve.

r : duration (min)
i : intensity (in./hr)
Ui

5
7.r
o.t4

r0
5.9
o . l 7

15
5 .1
0.20

30
3 .8
0.26

t20
1 A

0.71,

60
z - )

0.43

Solution

A model of the form i : AIG * B) can be expressed in linear form as

l l i : t l A + B l A .
The regression of l.li versus t yields l/i : 0.005t + 0'12, from which

A : 2 0 0  a n d B  : 2 4 .

3. Thus the rainfall formula is i : 200/(t + 24). The correlation coefficient

is -0.997. l l

Maximum average rainfall depths have been published by the U.S. Weather

Bureau22 for durations between 30 min and24 hr and for recurrence intervals between

depth relation shown inFig.27.7.

350 400

Area (mi2)

Figare 27,7 Area-depth curves for use with duration frequency

values. (U.S. Weather Bureau.)
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The accuracy of area rainfall data depends hedvily on the density and location
of gauges throughout the area considered. The simple averaging of the accumulation
in all gauges gives no consideration of the effective area around each gauge or to the
storm pattern. Two methods are available in calculating the weighted average of gauge
records, the Thiessen polygon method and the isohyetal method. The Thiessen
method assumes a linear variation of rainfall between each pair of gauges. Perpendic-
ular bisectors of the connecting lines form polygons around each gauge (or partial
polygons within the area boundary). If a sufficient number of gauges are available to
construct contours of rainfall depth (isohy.ets), the weighting process can be carried
out by using the average depth between isohyets and the area included between the
isohyets and the area boundaries. Figure 27.8 shows both schemes.

An example of the effect of gauge location and density is shown inFig.27.9.
Figure 27.9a shows the increase in variability between Thiessen-weighted storm rain-
falls and rainfall at a single gauge as the distance of single gauges from the watershed
center increases. Figure 27.9b shows the effect of gauge density and total area on the
standard error of the mean. Complete studies of precipitation patterns over large areas
require detailed analysis of depth-area-duration data that depend on the mass curves
of accumulation from a network of gauges. The method is described in detail in other
references.23-25. Figure 27.I0 depicts the depth-area relation for the 24-hr storm
shown in Fig. 27.8.It also required observations taken at various durations and the
successive determination of average depths by the isohyetal method.

(a) (b)

Figure 27.8 Methods of determining rainfall averages: (a) Thiessen network (24-hr total;
average basin precipitation = 2.54 in.) and (b) isohyetal map (24-hr total; average basin
precipitation = 2.50 in.), The arithmetic average over the basin = 39.10/15 * 2.61 in.
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H U.+

> . =
O F

(n
n

Distance from rain gauge to watershed center (mi)

(a)

500

Area per gauge (mi2)
(b)

Figure27.9 (a) Relation between the standard deviation of the watershed

ill"lH"rffi :1111i:ifli'ffi a4tlt,ililliT,i',l:##-:":::
cipitation as a function of the network density and drainage are for the

Muskingum basin. (U.S. Weather Bureau')

27.5 RELIABILIW OF FREQUENCY STUDIES

H
6

6

6

o

b 9g R

6

A significant development of theoretical statistics is the central limit theorem. As a

.on*-rqu"n"" of the law of large numbers, the central limit theorem states that for a

population with finite variance oz and a mean p, the distribution of sample means-

itrut ir, a number of equally good means from repeated samples-will be distributed

themselves as a normal disiribution with mean p, and a variance equal to a2 fn, where

or is the population standard deviation. This theorem does not limit the type of

under$ing population distribution but says that the distribution of the sampl" *9-uts

will approach a normal distribution as the sample size increases. The statistic alY n

is the siandard deviation of the distribution of means and is called lhe standard error
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Standard error

2000 Figure27.10 Depth-area-duration curves

for24-hr stormof Fig.27'8. (FromRef' 23')

of the mean. Listed in Table 27 .6 are several parameters of distributions and their

standard errors. It is apparent that standard errors, and therefore reliability, are

almost completely a function of the sample size'

Confidence Limits

It is possible to place confidence limits on the measurement of a sample mean based

on the normal distribution of all means and regardless of the underlying population'

As mentioned earlier, approximately two thirds of the observations of a normal variate

should fall between theiimits of + i and - 1 standard deviation' Therefore, two thirds

of all sample means should occur between the limits +olfi. The 95 percent

confidence limits for the mean are
ment requires knowledge of the u
only s2 instead of o2 is known and
confidence limits for a samPle meat
the use of sampling distributions that are beyond the scope of this text. For more

information in ine neta of inferential statistics-in particular, hypothesis testing and

statistical decision theory-the reader must turn to other sources.

Approximate error limits or control cufves can be placed on freqlency curves.

metdd proposed by Beards involves placing lines above and below the fitted curve

TABLE 27.6

Mean
Standard deviation
Coefficient of variation
Coefficient of skewness

"/{!_
a/\/2n
c,\/r + zcl/vzn
x6t" - D/tn + l)(n - 2\(n + 3)
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TABLE27.7 ERROR LIMITS FOR FLOOD FREQUENCY CURVES

Years of
record

(n) 99.9

Exceedance frequency (7o, at 5olo level)

0.11 05099

5
10
I.)

20
30
40
50
'70

100

r.22
o.94
0.80
0.71
0.60
0.53
0.49
0.42
0.37

1.00
0.76
0.65
0.58
0.49
0.43
0.39
0.34
0.29

0.76
0.57
0.48
0.42
0.35
0.31
0.28
0.24
o.2 l

0.95
0.58
0.46
0.39
0.31
0.27
0.24
0.20
0,17

2 .12
1.07
0.79
Q.64
0.50
0.42
0.36
0.30
0.25

3.4r
1.65
1 .19
0.97
0.74
0.61
0.54
0.44
0.36

4.41
2 .11
1.52
t .23
0.93
0.77
0.67
0.s5
0.45

99.9

Exceedance frequency (%, at 95% level)

Nate: Tabular values are multiples ofthe standard deviation of the variate. Five percent error limits are added to the
flood value from the fitted curve at the same exceedance frequency and the sum plotted. Ninety-five percent limits
are subtracted from the flood value at the same exceedance frequency. Log values are added or subtracted before
antilogging and plotting.

to form a reliability band. Table 27.7 shows the factors by which the standard devia-
tions of the variate must be multiplied to mark off a 90 percent reliability band above
and below the frequency curve. The 5 percent level, for example, means that only 5
percent of future values should fall higher than the limit, and, similarly, only 5 percent
should fall under the 95 percent limit. Nine of ten should fall within the band.

The maximum annual instantaneous flows from the Maury River near Lexington,
Virginia, for a26-year period are listed in Table 27.8.

Plot the log-Pearson III curve of best fit and determine the magnitude of the
flood to be equaled or exceeded once in 5, 10, 50, and 100 years. Using Table 27.7,
also plot the upper and lower confidence limits.

999050100 .1

EXAMPLE 27.8

Water Discharge
(year) (cfs)

Water Discharge
(year) (cfs)

1944 6,680
1945 6,540
1946 5,560
t947 7,700
1948 8,630
1949 14,500
1950 23,700
1951 15,100

1926
1927
1928
1,929
1930
t93l
1932
1933
1934

6,730 .
9,150
6,310

10,000
15,000
2,950
8,650

I  1,100
6,360

1935 13,800
t936 40,000
1937 10,200
1938 13,400
1939 8,950
1940 11,900
t941 5,840
1942 20:t00
t943 12,300
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Solution

1. The statistical calculations are summarized as follows:

Arithmetic Log

Mean 7 11,606 4.001
Variance s2 53.87 x 106 0.051b
Skew coefficient C" 2.4 " 0.38

2. After forming an array and computing plotting positions, the data are plot-
ted in Fig. 27.11.

3. Plotting data for log-Pearson III (Table 27 .9) are developed from Table B.2' ;

Confidence limits are plotted in Fig. 27 .II usingTable 27 .7 . r I
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99
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IIIFit
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: l
t . ,

t

/-
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a,

99.99
r 2 4 6 1 0 2 0 4 0 6 0 1 0 0

Annual maximum discharge (1000 cfs)

Figure 27.11 Maximum instantaneous annual flows, Maury River,
Lexington, Virginia.
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TABLE 27,9

Chance
('/")

/ (c" = 0.38)
(vr) K

( t :  4 .001 )
(sy = 0'227)

y + Ksy: log Q

99
95
90
80
50
20
l0
4
2
I
0.5

1 .01
1.05
1 . 1 1
1.25
2
5

l0
25
50

100
200

-2.044
- 1.530
-  \ . z J +

-0.855
-0,062

0 .818
1 .315
t .874
2.251,
2.60r
2.930

3.537
3.653
3.721
3.760
3.987
4.ft1
4.300
4.426
4.512
4.591,
4.666

1 44?

4,498
< )6n

9,705
15,380
19,950
26,690
32,5t0
39,030
46,360

27.6 FREQUENCY ANALYSIS OF PARTIAL DURATION SERIES

In earlier examples of frequency analysis, only the series of annual maximum or
minimum occurrences in the hydrologic record have been described. These extremes
constitute an annual series thal is consistent with frequency analysis and the manip-
ulation of annual probabilities of occurrence. All the observed data-say, all floods
or all the daily streamflows-would constitute a complete series. Any subset of the
complete series is a partial series.In selecting the maximum annual events from a
record, it often happens that the second greatest event in one year exceeds the annual
maximum in some other year. Analysis of the annual series neglects such events.
Although they generally contain the same number of events, the extreme values
analyzed without regard for the period (i.e., year) of occurrence, is usually termed the
partial duration series.

In Table 27 .10 the maximum rainfall depths that occurred for any 30-min period
during excessive rainfalls at Baltimore, Maryland, 1.945-1954, are shown in the order
of occurrence. The 65 observations represent a complete series, The 11 maximum
annual events are underlined and represent the annual series. the greatest 1 1 events
throughout the record are identified by an asterisk and represent the partial duration
series.

The larger numbers occur in both series, and hence recurrence intervals for the
less-frequent events are the same. The theoretical differences in recurrence intervals
based on annual and partial duration series of the same length are shown in
TabIe27.Il. The difference for intervals greater than 10 years is negligible. The
following example is illustrative.

EXAMPLE 27.9

Perform a frequency analysis of the 30-min Baltimore rainfall data in Table 27 .L0 as
an annual and apafiial duration series and plot the results.

Solution. See Table 27 .I2. The data are plotted in Fig' 27 '1'2. r r
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TABLE i7.1O MMIMUM 3O-MIN RAINFALL DEPTHS, BALTIMORE, MD, 1945_1954

Year

1945

1947

Storm
num0er Year

1955

Storm
number

RF
depth
(in.)

RF
depth
(in.)

1
z

J
I

5
6
7
8
9

1
2
J

4

5
6
7
8
9

I
z
J

A

5
6
7
8

0.38
0.47
0.39
0.76
0.56
0.35
0.43
0.40
0.36

0.62
0.55
0.88
0.47
0.36
1 .15*
0.75
1.53*
0.51

0.88
2.04*
0.76
0,97
0.71
1.07*
0.94
r.20*

1953 1
z

J

A

5
6
7
8

0.40
0.45
0.53
2.50*
r .03
0.75
0.70
1.00*

1 0.42
2 0.70
3 0.85
4 0-30

1 0.70
2 0.95
3 t .o2
4 0.50
5 0.65
6 0.55
'l 0.52
8 0.45
9 0.54
0 0.60
I 0.80
2 0.95

Nole: Underlineditems are the annual series. Asterisks identify the partial duration series.

TABLE 27.1'I RELATION BETWEEN THE
PARTIAL DURATION SERIES
AND THE ANNUAL SERIES

Recurrence interval (yr)

Partial duration series Annual series

0.5
1 .0
1 .5
2.0
5.0

10.0

t . 2
1 .6
2.0
2.5
5.5

10.5

1 .33*
0.65
0.47
0.84
0.68
0.63
0.47

0,52
0.49

0.55
0.63
0.69
t .27*
1 .10*

0.88
0.97
0.59
0.46
0.50
0.55

t952 I , 0.47
2 1.20*
3 0.93
4 0.70
5 0.57
6 0.46
7 0.48
8 1.30*
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TABLE27.12

Depth (in.)

Annual series Partial series

Recurrence
interval

(n + 1)/m

1
z
J

i

5
6
7
8
9

10
l 1

2.50
2.04
1.53
1.33
1.30
1.27
1.02
0.97
0.85
0.76
0.52

2.50
2.04
1.53
1 .33
1.30
1.27
r.20
t.20
1 . 1 5
1 .10
t.o7

12
6
A

J

A A

z

1.7
1 .5
1.3
1 .2
1 .1

The preceding example leads to consideration of the frequency analysis of

rainfall depth or iniensity for various durations of rainfall. Design problems often

require the estimation of expected intensities for a critical time period. Frequency

analysis of the rainfall record for.periods other than the 30-min duration-for exam-

ple, ihe maximum 5-, 10-, 20-, and 60-min occurrences-would yield a family of

.oru"r similar to those of Fig. 27 .10. The usual method of presenting these data is to

conveft depth in inches to an intensity in in. /hr and to summ aize the data in intensity-

duration-frequency curves as shown in Fig. 27.I3. These curves are typical of the

point analysis of rainfall data. It should be emphasized that the frequency curves.join-o""u.t"tt""t 
that are not necessarily from the same storm; that is, they do not repre-

/^

_ x - -
>-P

I
zAnnta series

1 . 0 1  1 . r 1 . 2 1 . 3  1 . 5  2 ,  3  4  5  6 7 8 9 1 0  2 0

Recunence interval (Yr)

Figune 27.12 Difference in annual and partial duration series

1 1 -year record of maximum 30-min durations' Baltimore, Maryland'

2.5

.i

E  t <

0)
E

t 1.0
d
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27.t Expand the computer program of Problem 26.12 to include the computation of the

mean, standard deviation; and skewness coefflcient ofthe logarithms ofthe input data.

Also, include a routine to sort the data by placing them in descending order and

compute the corresponding plotting positions. verify, usiiig the data in Ptoblem27.4.

27.g, perform a complete frequency analysis on one of the three 33-year records given in

the table below. Fit a Pearson type III or log-Pearson III and compare with the normal

or log-normal ofbest fit. Plot the data and place control curves around the theoretical

curve of best flt usins.Table 27.7.

Year

Trempeuleau River
Dodge, Wl

(DA : 643 mi'�)
Qp..r. (cfs)

Blow River
Banff, Alberta, Canada

(DA = 858 mi'�)
Opua, (cfs)

James River
Scottsville, VA

(DA : 4570 mi2)
Qp""r (cls)

t928
t929
1930
r93l
1932
1933
1934
r935
1936
193'7
r938
1939
1940
t94l
1942
1943
1944
1945
t946
1947
1948
t949
1950
1951
1952
1953
1954
1955
1956
1957'
1958
1959
1960

3,700
1,700
3,360
1,650
3,600

11,000
2,5'70
4,490
7,180
1,780
3,170
6,400
3,120
2,890
5,680
5,060
2,040
8,120
4,570
5,4r0
4,840
1920
3,600
4,840
6,950
4,040
5,710

10,400
r7,400

713
r,r40
8,000
1,480

10,200
7,590
9,280
6,610
9,850

11,000
9,490
6,940
7,'720
5,210
7 ;770
6,270
7,220
4,450
5,850
7,380
5,590
4,450
7,2r0
5,880

r0,320
4 )qo

10,080
8,570
5,460
9,180

10,120
8,680
9,060
5 160

6,730
7,480
6,440

75,600
44,700
45,800
2t,roo
31,400
5q 500

38,800
93,400

126,000
62,200
87,400
68,400

130,000
27,100
80,600
95,200

133,000
57,000
41,200
33,200
59,600
94,200

64900
54 snn
67,000
62,900
70,000
20,400
64,200
44,500
,o ?no
64.200
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27.10.

27.11.

FREQUENCY ANALYSIS

Compare results of Problem 27.9 wfih estimates by Gumbel's extreme-value distribu'
tion for the 50- and 100-year events.

The pan-evaporation data (in.) for the'month of July at a site4n Missouri are

9.7
11.2
9.3
9.8

lt.7
8.8
9.2
8.7

It.2
tt.4
9.3

I1 .5

11.3
I  1 . 8
9.3

10.9

l  1 . 5
8 .9

10.4
10.2

Determine the mean, standard deviation, and coefficient of variation. What are the
standard errors of these statistics? Establish the approximate 95 percent confldence
limits of the mean.

27.12. On which type of plotting paper (probability, log-probability, rectangular coordinate,
log-log, semilog, extreme-value, none) would each of the following plot as a straight
line?
a. Normal frequency distribution.
b. Gumbel frequency distribution.
c . Y = 3 X + 4
d. Log-normal frequency distribution.
e. Pearson Type III with a skew of zero.
t '  Q :  43Ao1 '
g. Log-Pearson Type III with a skew of logarithms equal to zero.
h. Pearson Type III with a skew of 3.0.

27.13. Determine the 50-year peak (cfs) for a log-Pearson Type III distribution of annual
peaks for a major river if the skew coefficient of logarithms (base 10) is -0.1, the
mean'of logarithms (base 10) is 3.0, and the standard deviation of base l0logarithms
is 1.0.

27.14. A 4Oaear record of rainfall indicates that the mean monthly precipitation during
April is 3.85 in. with a standard deviation of 0.92. The distribution is normal. With
95 percent confidence, estimate the limits within which (a) next April's precipitation
is expected to fall, and (b) the mean April precipitation for the next 40 years is
expected to fall.

27.15. Given a table of values of mean annual floods and corresponding drainage areas for
a number of basins in a region, describe how regression analysis could be used to
determine the coefficients p and q in the relation Qz.tz : pAq.

27.16. The 80-year record of annual precipitation at a midwestern gauge location has a range
between 14 in. in 1936 and 42 in. in 1965. The record ha5 a mean of 27 .6 in. and a
standard deviation of 6.06 in. Assuming a normal distribution, (a) plot the frequency
curve on probability paper, (b) determine the probability of a drought worse than the
1936 value, and (c) determine the recurrence interval.of the 1965 maximum depth and
compare i&ith the apparent recurrence interval.

27 .17 . A reservoir in the locale of Problem 27 .16 wlll overfill when the annual precipitation
exceeds 30 in. Determine the probability that the reservoir will overfill (a) next year,
(b) at least once in three successive years, and (c) in each of three successive ybars.
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27.18. *Using Eqs. 26.38 and 26.39 and log-probability paper, solve Problems 27.16 and
27.17 assuming that the annual precipitation is log-normal.

27.19. Given the following values of peak flow rates for a small stre.am, determine the return
period (years) for a flood of 100 cfs by flrst using annual peaks for an annual series

and then using all the data for a partial duration series.

Year Peak (cfs) Year Date Peak (cfs)

1963

t964
1965
1966

1967

June I
Aug.3
June 7
July 2
May 18
June 3
July 4

1968

1969
r970
t97r
r972

May 11
June 8
Sept. 4
Aug. 8
May 9
Sept. 8
May 4

800
700
90

400
30

700
80

90
300
60
80

r00
90
40

4.O
6.0
5.0
1 .0
1 .0
5.0
1.0

27,20. Recorded maximum
station are:

depths (in.) of precipitation for a 30-min duration at a single

Year Date Depth (in.) Year Date Depth (in.)

1963

1964
1965
1966

1967

May 3
June 3
June 7
June 2
June 1
Aug. 3
July 4

1968
1969

A u g . 8
May 6
June 8
Sept. 4
May 4
Sept. 8
May 9

2.0
1 .0
1 .0
1.0
1 .0
3.0
1 .0

27.21.

a. Determine the return period (years) for a depth of 2.0 in. using the california

method with an annual series.
b. Repeat Part (a) using a partial duration serles.
c. Determine from the partial duration series the depth of 30-min rain expectbd to be

equaled or exceeded (on the average) once every 8 years.

For a 60-year record of precipitation intensities and durations, a 30-min intensity of

2.50 in.lhr was equaled or exceeded a total of 85 times. Al1 but 5 of the 60 years

experienced one or more 30-min intensities equaling or exceeding the 2.50-in./hr

value. Use the Weibull formula to determine the return period of this intensity using
(a) a paltial series and (b) an annual series.
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27,22. from the data given in the accompanying table of low flows, prepare a set of low-flow
frequency curves for the daily, weekly, and monthly durations.

LOWEST MEAN DISCHARGE (cfs) FOR THE
FOLLOWING NUMBER OF CONSECUTIVE
DAYS, MAURY RIVER NEAR BUENA VISTA,
VIRGINIA

Year 1 -day 7-day 3O-day

1939
1940
194l
1942
1943
t944
1945
1946
1947
t948
1949
1950
195 I
1952
1953
1954
1955
t956
1957
1958
1959
1960
1961
1962
1,963
1964
1965

100.0
167.0
22.0
101.0
86.0
62.0
78.0
76.0
97.0

r54.0
136.0
113 .0
95.0

115 .0
85.0
68.0
83.0
64.0
62.0
88.0
76.0
83.0

99.0
90.0
60.0
51 .0
64.0

103.0
171 .0

59.4
127.0
93.9
65.9
80.7
78.6

102.0
176.0
138.0
125.0

95.3
116.0
86.1
70.0
96.1
66.3
64.1
92.6
80.9
91.7

103.0
95.0
60.6
54.1
68.7

r25.0
t94.0

69.1
1'73.0
103.0
77.4
90.3
87.1

123.0
215.0
163.0
139.0
101.0
r20.0
90.8
81.7
99.9
7 r .7
75.8

107.0
117.0
103.0
152.0
105.0
70.8
62.0
76.2

27.23. For the 7-day low flows at Buena Vista given in Problem 27.22, attempt to fit a
straight-line frequency curve on log-normal or extreme-value probability paper' pro-

ceeding as follows: From the original plot of the data, estimate the lowest flow (say; 4)
at the high recurrence intervals; subtract this flow from all observed flows (Q - q :

Qr); and rcplot Qr versus the original recurrence intervals. Repeat if necessary. The

best fittiBg curve will be a three-parameter frequency distribution.
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27.24. The following table surirmarizes the number of occurrences of intensities of various

durations for a34-yearrecord of rainfall. Maximum intensities for the given durations

were determined for all excessive storms and a count made of the exceedances'

Interpolate for the average number of exceedances expected on a 5 -year frequency and

plot the 5 -year intensity-duration-frequency curve'

Numbei of times stated ihtensities were equaled or exceeded

Intensity (in./hr)
Duration

(min) 5.0 6.0

o

3
I

2
I

2.0 3.0 7.04.0

5
10
15
30
60

120

68
72 3s
29 l7
1 5 6
8 l

'73

5 1
L J

7
2

48
26
1 1
3
1

2 I
l 1

I

27.25. The results of a multiple regression analysis of over 200 flood records in Virginia led

. to the following regional flood frequency equations:

Qt 'z 'v ' :  9 ' l3AeoeS2e3

Qzz t - v ' : 20 '84861S30e

Qs'v, : 38' 1A83oS 3oo

Qn', : 63'0A8o2S 283

Qzs-v, : 104A71e5266

Qso'v' : l18A7esS21e

whefe the flood discharge for the given frequency is in cfs, A is the drainage area in

mi2, and S is the channei slope in ftlmi (measured between the points that are 10 and
g5 percent of the total rivei miles upstream of the gauging station to the drainage

diviAe;. Devise a method for graphically portraying these regional flood frequency

relations. (Note that there are four factors, Q, T, A' and S')

27.26. Using the regression equations in Problem 2'1 .25, flnd the predicted floods for the

North Fork, shenandoa-h River, at cootes Store. Drainage atea : 215 mi2 and chan-

nel slope : 44.3 ftlmi.

27.27. Compare the predictions from the regression equations in Problem 27 '25 with the

values estimated by the frequency anafsis inqxample27.8. Drainage atea : 487 fii2

and channel sloPe : 2I.l ftltrl'l.

21 .28. Referring to Fig. 2.6b, compare the average storm rainfall over the city of Baltimore

on September I0, Ig57, computed by the isohyetal method, with the simple average

of total accumulation at the riin gauges within the city. Neglect the area to the south

of the 1.0-in. isohYet'

27,29. Fit the forrnula i : AIQ + B) to the data derived in Problem 21 .24 for the 5-year

intensity-duration-frequency curve.
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27.30. Deielop a regional flood index curve for the Rappahannock River basin from the flood

frequency data given in the following table:

PEAK FLOOD FREQUENCY DISCHARGES (ft3/sec) FOR STATIONS lN THE

RAPPAHANNOCK RIVER BASIN

Drainage Type of 2.33
area (mi2) series (mean).

Return period in years

Station 251 0

Rappahannock River
near Warrenton,
VA

Rush River at
Washington, VA

Thornton River near
Laurel Mills, VA

Hazel River at
fuxeyville, VA

Rappahannock River
at Remington, VA

Rappahannock River
at Kellys Ford, VA

Mountain Run near
Culpeper, VA

Rapidan River near
Ruckerwille, VA

Robinson River near
Locust Dale, VA

Rapidan Rivet near
Culpeper, VA

Rappahannock River
near
Fredericksburg,
VA

8,350 9,000 14,000 19,250
8,650 9,20A 14,000 19,250

860 r,290 2,100 3,000
900 1,310 2,100 3,000

11,500 19,900 34,000 48,000
12,500 20,500 34,000 48,000
11,800 17,200 25,000 41,000
t2,400 18,000 25,500 41,000
14,500 18,100 24,500 31,000
15,200 18,900 25,000 31,000
19,000 26,800 42,000 57,500
20,000 27,500 42,000 57,500

t,750 3,350 6,000 10,000
1,900 3,550 6,000 10,000
7,100 11,600 21,000 34,000
7,700 12,000 21,000 34,000
7,000 9,800 !5,400 2r,5oo
7,300 10,100 15,800 21,500

16,400 26,900 50,000 78,000
17,600 27,600 50,000 78,000
39,900 55,000 85,000 117,000
42,000 57,500 85,000 117,000

192

15.2

142

286

616

641

14.'7

1 1 1

180

456

| sqg

Annual 4,150
Partial 4,600

Annual 530
Partial 610

Annual 5,900
Partial 7,200

Annual 7300
Partial 8,300

Annual 11,000
Partial 12,000

Annual 12,300
Partial 14,000

Annual 
'750

Partial 950
Annual 3,950
Partial 4,700

Annual 4,600
Partial 5,150

Annual 9,100
Partial 10,800

Annual 26,000
Partial 29.300

27.31. From the information given in Problem 27 .30, find the relation between the mean

annual flow and the drainage area. (Note that the functional expression should be of

the form Qz.zz : rA".)
27.32. Using the results of Problems 27.30 and27.3l, estima{e the 30-year flood for an

ungauged watershed with a drainage arca of 540 mi2.

27.33. Annual flood records for a lO-year period are given by:

Year
Flood

5
1000

6

500
o

100
1 2 3 4

300 700 200 400
10

600
7

800
6

900

Mean : 550 cfs, median : 550 cfs, standard deviation : 300 cfs. Use an annual

series and the definition offrequency in a frequency analysis to determine the magni-

tude of the 4-year flood. Compare this historical vaiue with the analytical 4-year flood

obtained assumins floods follow a normal distribution.
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27 .34. For a 60-year record of precipitation intensities and durations, a 30-min intensity of 2.50
in.i hr was equaled or exceeded a total of 85 times. All but 5 of the 60 years experienced
one or more 30-min intensities equaling or exceeding the 2.50-in./hr value. Use the
Kimball formula to determine the return period of this intensity using (a) a partial
duration series and (b) an annual series.

27.35. The total annual runoff from a small drainage basin is determined to be approximately
normal with a mean of 14.0 in. and a standard deviation of 3 in. Determine the
probability that the annual runofffrom the basin will be less than 8.0 in. in the second
year only of the next three consecutive yeafs.

27.36. Six years of peak runoff rates are given below. Assume that the floods follow exactly a
normal distribution and determine the magnitude of the 5O-year peak.

Year
Runoff (cfs)

1 2 3 4
200 800 500 600

5
400

6
500

21.37. Annual floods for a stream are normally distributed with a mean of 30,000 cfs and a
variance of I x 106 cfs2. Determine the average return period T,of a32,000-cfs flood
in the stream.

27.38. Annual floods for a stream have a normal frequency distribution. The 2-year flood is
40,000 cfs and the l0-year flood is 52,820 cfs. Determine the magnitude of the 25-year
flood.

27.39. The 80-year record of annual precipitation at Linclon, Nebraska, yields a range of
values between 10 and 50 in. with a mean annual value of 25.00 in. and a standard
deviation of 5.30 in. Because annual precipitation represents a sum of many random
variables (i.e., depth of precipitation for each day of the year), assume that annual
precipitation is normally distributed.
a. In 1936 the precipitation at Lincoln was a mere 14 in. Determine the probability

that the annual precipitation will be 14 in. or less next year.
b. In 1965 Lincoln received 42 in. On the average, this amount would be equaled or

exceeded once in how many years?
c. Compare the theoretical and apparent return periods of the record-high value of

50.00 in.
27.40. Annual floods (cfs) at a particular site on a river follow a zero-skew log-Pearson

Type III distributions. If the mean of logarithms (base 10) of annual floods is 2.946
and the standard deviation of base- 10 logarithms is 1.000, determine the magnitude
of the 50-year flood.

27,41,. Annual floods (cfs) at a particular site on a river follow a zero-skew log-Pearson
Type Il ldistribution. Ifthemeanoflogarithms(base10)of annualfloodsis 1.733and
the standard deviation of base- l0logarithms is L.420, determine tfe magnitude of the
10O-year flood.

27.42 The 100-year record for a drainage basin gives 10- and 5O-year flood magnitudes of
12,500 and 22,000 cfs. Determine the magnitude of the mean annual flood if (a) the
flood peaks follow the index-flood curve of Fig. 27 .4c atd (b) the flood peaks follow
a Gumbel extreme-value distribution.
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27.43. 
*The 

following parameters were computed for a stream:

Period ofrecord : 1960-1984, inelusive.

Mean annual flood : 7000 cfs

Standard deviation of annual floods : 1000 cfs

Skew coefficient of annual floods : 2.0

Mean qf logarithms (base l0) of annual floods : 3.52

Standard deviation of logarithms : 0.50

Coefficient of skew of logarithms : -2I

Determine the magnitude of the 25-year flood by assuming that the peaks follow a
(d) log-Pearson Type III distribution, (b) Gumbel distribution, and (c) log-normal
distribution.

27.44. Peak annual discharge rates in the Elkhorn river at Waterloo, Nebraska, yield the
following statistics:

Period of record : 1930-1969, inclusive

Mean flood : 16,900 cfs

Standard deviation : 17,600 cfs

Skew of annual floods : 0.8

Mean of logarithms (base 10) : 4.0923

Standard deviation of logarithms : 0.3045

Skew of loearithms : 2.5

Determine the 100-year flood magnitude using the uniform technique adopted by
the U.S. Water Resources Council for all federal evaluations.
Determine the'100-year flood magnitude assuming that the floods follow a two-
parameter gamma distribution.

27.45. A Pearson Type III variable X has a mean of 4.0, a standard deviation of 2.0, and a
coefficientof skewof 0.0.Determinethevalue(foursignificantfigures) of I:f.(X)dX.

. 27.46, A timber railroad bridge in Hydrologic Region 2 of Texas at Milepost 738.04 on the
railroad system shown in the sketch is to be replaced with a new concrete structure.
The 50- and 100-year flood magnitudes are needed to establish the low chord and
embankment elevations, respectively. Determine the design flow rates using the USGS
Regression Equations. The drainage area is 0.43 sq. mi, and the streambed slope is
62 ftoer mi.
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Appendixes

APPENDIX: A

TABLE A.1 WATER PROPERTIES. CONSTANTS. AND CONVERSION FACTORS

Gas constants (R) Heat of vaporization of water at 1-.0 atm
R : 0.0821 (atm)(liter)/(g-mol)(K) 540 callg: 970 Btu/Ib
R : 1.987 g-ca1/(g-mol)(K)
R : 1.987 Btu/(lb-mo1)('R)

Acceleration of gravity (standard) Specific heat of air
g : 32.17 ftlsecz :980.6 cm/sec2 Cp : 0.238 call(g)("C)

Heat of fusion of water Density of dry air at OoC and 760 mm Hg 0.001293 g/cm3

19.7 callg: l44BtulIb
Conversion factors

I second-foot-day per square mile : 0.03719 inch
1 inch of runofr per square *t" 

: 33:3 :::::r1;?t-0"t,
: 2,323,200 cubic feet

I cubic root per second 
: ? 

t3jL":'"i'ff1":* n'"'

I horsepower 
: 3Jr-f,f*:llld, p".,..ond

e = 2.71828
log e = 0.43429
ln 10 : 2.30259

Metric equivalents
foot : 0.3048 meter
mile : 1.609 kilometers
acre : 0.4047 hectare

4047 square meters
I square mile (mi'�) : 259 hectares

2.59 square kilometers (km2)
1 acre foot (acre-ft) : 1233 cubic meters

I million cubic feet (mcf ) : 28,320 cubic meters
I cubic foot per second (cfs) : 6.6rta, cubic meters per second

1.699 cubic meters Per minute

" I acre-in. per hour : 1.008 cubic feet per second (cfs)
1 second-foolday (cfsd) = 2447 cubic meters

I million gallons (mg) = 3785 cubic meters
3.785 million liters

1 million gallons per day (mgd) = 694.4 gallons per minute (gpm)
2,629 cubic meters per :ninute
3785 cubic meters per day
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TABLE A,2* PROPERTIES OF WATER

Traditional U.S. Units

Temperature Specific
('F) gravity

Unit Heat of Kinematic
weight vaporization viscositY

0b/ft3) (Btu/lb) (ft'�lsec)

Vapor pressure

i n .Hgpsl

i z

40
50
60
70
80
90

100

0.99987 62.416
0.99999 62.423
0.99975 62.408
099907 62.366
0.99802 62.300
0.99669 62.217
0.99510 62.11,8
0.99318 61.998

1,.93 x 10*5
L67 x 10-s

-  1.41 X 10-5
1 .21  x  10  5

1.06 x 10-s
0.929 x l}-s
0.828 x l0-5
0.741 X 10-5

6.11 0.09 0.18
8.36 0.12 0.25

12.19 0.18 0.36
17.51 0.26 0.52
24.79 0.36 0.74
34.61 0.51 1.03
47.68 0.70 1.42
64.88 0.95 r.94

t073
1066
1059
r054
r049
l044
1039
1033

Sl Units

Temperature Specific
fC) gravity

Heat of Kinematic
Density vaporization viscosity
(o/cm1 (cal/g) (cs)

Vapor pressure

(mm Hg) (mb) (g/cm'�)

0
5

10
15
20
25
J U

35
40
50
60
70
80
90

100

0.99987 0.99984
0.99999 0.99996
0.99973 0.99970
0.99913 0.99910
0.99824 0.9982r
0.99708 0.99705
0.99568 0.99565
0.99407 0.99404
0.99225 0.99222
0.98807 0.98804
0.98323 0.98320
0.97780 0.97777
0.97182 0.97179
0.96534 0.96531
0.95839 0.95836

4.58 6.11 6.23
6.54 8.72 8.89
9.20 L:2.27 r2.s1

12.78 17.04 17.38
17.53 23.37 23.83
23.76 31.67 32.30
31.83 42.43 43.2.7
42.18 56.24 5'7.34
55.34 73.78 75.23
92.56 123.40 125.83

149.46 199.26 203.19
233.79 311.69 317.84
355.28 473.67 483.01
525.89 70r.13 714.95
760.00 1013.25 1033.23

597.3
594.5
591.7
588.9
586.0
583.2
580.4
577.6
574.7
569.0
563.2

551.4
545.3
539.1

1..790
. t . 520
1 .310
1.140
1.000
0.893
0.801
0.723
0.658
0.554
0,4'14
0.4r3
0.365
0.326
0.294
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APPENDIX: B

TABLE 8.1 AREAS UNDER THE NORMAL CURVE

,<,t =1, f:*"*'"t'a,
.0908.o7.05.04.03.0201

0.0
0 .1
0.2
0.3
0.4

0.5
0.6
0.7
0.8
0.9

.0000 .0040

.0398 .0438

.0793 .0832

.1179 .1217

. t554 .1591

.1915  .1950

.2257 .2291,

.2580 .2611

.2881 .2910

.3159 .3186

r.0 .3413 .3438
1.1 .3643 .3665
r.2 .3849 .3869
r.3 .4032 .4049
r.4 .4192 .4207

1.5 .4332 .4345
r.6 .4452 .4463
r.7 .4554 .4564
1.8 .4641 .4649
r.9 .4713 .4719

.4772 .4778

.4821 .4826

.486r .4865

.4893 .4896

.4918 .4920

.4938 .4940

.4953 .4955

.4965 .4966

.4974 .49:15

.498t .4982

.4987 .4987

.4990 .4991

.4993 .499?

.4995 .4995

.4997 .499't

.0080 .0120

.0478 .0517

.0871 .0910

.1255 .1293

.1628 .1664

.1985 .2019

.2324 .2357

.2642 .2673

.2939 .2967

.3212 .3238

.3461 .3485

.3686 .3708

.3888 .390'7

.4066 .4082

.4222 .4236

.4357 .4370

.44't4 .4485

.4573 .4582

.4656 .4664

.4'�126 .4732

.4783 .4788

.4830 .4834

.4868 .487r

.4898 .490r

.4922 .4925

.4941 .4943

.4956 .4957

.4967 .4968

.4976 .49'77

.4983 .4983

.4987 .4988

.4991 .499r

.4994 .4994

.4996 .4996

.4997 .4997

.0159 .0199

.0557 .0596

.0948 .0987

.1331  .1368

.1700 .1736

.2054 .2088

.2389 .2422

.2704 .2734

.2995 .3023

.3264 .3289

.3508 .3531

.3729 .3749

.3925 .3944

.4099 .4115

.4251 .4265

.4382 .4394

.4495 .4505

.459r .4599

.467r .4678

.4738 .4744

.4793 .4798

.4838 .4842

.4875 .48"18

.4904 .4906

.4927 .4929

.4945 .4946

.4959. .4960

.4969 .4970

.4977 .49'78

.4984 .4984

.4988 .4989

.4992 .4992

.4994 .4994

.4996 .4996

.4997 .4997

.0239 .0279

.0636 .0675

.1026 .1064

.1406 .1443

.r772 .1808

.2123 .21,57

.2454 .2486

.2'764 .2794

.3051 .3078

.33t5 .3340

.3s54 .3577

.3770 .3790

.3962 .3980

.4t3t .4147

.4279 .4292

.4406 .4418

.4515 .4525

.4608 .4616

.4686 .4693

.4750 .4756

.4803 .4808

.4846 .4850

.4881 .4884

.4909 .4911

.4931 .4932

.4948 .4949

.4961 .4962

.4971 .49'�72

.4979 .4980

.4985 .4985

.4989 .4989

.4992 .4992

.4994 .4995

.4996 .4996

.4997 .4997

.0319 .0359

.07t4 .0753

.1103 . r r4r

.1480 .1517

.1844 .1879

.2190 .2224

.2518 .2549

.2823 .2852

.3106 .3133

.3365 .3389

.3599 .3621

.3810 .3830

.3997 .4015

.4162 .4177

.4306 .4319

.4430 .444r

.4535 .4545

.4625 .4633

.4699 .4606

.4762 .4767

.4812 .4817

.4854 .4857

.4887 .4890

.4913 .4916

.4934 .4936

.4951 .4952

.4963 .4964

.4973 .4974

.4980 .498r

.4986 .4986

.4990 .4990

.4993 .4993

.4995 .4995

.4996 .4997

.4998 .4998

2.0
2 .1
2.2
z-5

2.4
2.5
2.6
2.7
2.8
2.9

3.0
3 . 1
J . Z

5 . 5

3.4

4.0 .499968

Source: Afrer C. E. Weatherburn, Mathematical Statistics. London: Cambridge University Press, 1957 (for

z : 0 to z : 3,1); C. H. Richardson, An Intoduction to Statistical Analysis. Orlando, FL: Harcourt Brace

Jovanovich. 1994 (for z = 3.2to z: 3.4); A. H. Bowker and G. J. Lieberman, Engineering Statistics.

Eagl€wooGCliffs, Nf: Prentice-Hall, 1959 (for z : 4.0 and 5.0)'
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Open channel flow, 131
Orographic precipitation, 19
Overland flow, 561

Pan, class A, 129
Parshall flume, 131
Partial duration series, 734
Partially penetrating wells, 473
Peak flow, 3lI-343
Penman method" 97
Permeability, 438
Piezometric head, 435
Point precip itation, 27
Potential evapotranspiration, 101
Potential theory, 463
Precipitable water, 16
Precipitation, 7, 15-39, 164
Probability, 67I-699
Probable maximum flood. 373
Probable maximum precipitation

(PMP), 34,392

Rainfall. 281.727
Rain gauges, 127
Rational method, 312
Recession, 574
Regression equation, 692
Relative humidity, 16
Remote sensing, 135
Reservoirs, 245
Reynolds number, 437
Road Research Laboratory (RRL)

Method,631
Routing,234-257
Runoff, 153-169, 302
Runoff curve number, 73

Saltwater intrusion. 474
SCS: see Soil Conservation Service
SCS Att-Kin Tr-20 Method,254
SCS method,73
SCS TR-55 Method, 320,445
SCS TP-149 Method, 331
S-hydrograph, 198-201
Simulation models, 548-59 1,

594-628,630

Snow, 265-305
Snowmelt, 271-284
Snyder's method,207
Soil Conservation Service (SCS)

runoff curve number, 73
unit hydrograph method, 211

Soil moisture,25, 55, 165
Specific yrelds,432
Standard deviation, 683
Standard project storm (SPS), 395
Stanford Watershed Model IV

(swM-IV),550
Statistical analysis, 67 | -699, 7 O8-7 39
Steady flow routing, 252
Stochastic. methods, 508
Storm drainage, 402
Storm Water Management Model

(swMM), 604,650
Streamflow, 1 11-118, l7 l, 57 4
Streamflow Synthesis and Reservoir

Regulation Model (SSARR),
565

Streamlines, 446
Surface of seepage, 448
Surface runoff. 177
swMM,650
Synthetic unit hydrogr aphs, 205 -227,

335

Temperature indexes, 291
Theis' nonequilibrium approach, 467
Thiessen method. 30
Thunderstorms, 20
Time of concentration, 182-185
Time series, 535-544
Transmissivity, 444
Transpiration, 95 - 100

Unconfined aquifer, 443, 461
Uniform flow field,463
Unit hydrographs, 188-227
U.S. Geological Survey Index-Flood

Method. 336
U,S. Geological Survey

Rainfall-Runoff Model, 597



University of Cincinnati Urban
Runoff Model (UCURM),
655-658

Unsteady flow,442,467
Unsteady flow routing, 252
Urban drainage, 309
Urban runoff models. 309-351

Velocity measurement, 1 14
Velocity potential, 440

Water budget, 86, 293, 5'l.I
Water equivalent, 268
Water t'apor, 16 :
Watershed Hydrology Model

(usDAHL),563
Watersheds, t53,570
Weirs, 131
Wellfields,.465
Well function, 468
Wells,460-473






